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Introduction

This volume contains the proceedings of the First International Symposium on Sanskrit Computational Linguistics,
held at the Paris-Rocquencourt Research Center of INRIA form the 29th to the 31st of October 2007.

The grammatical tradition of Sanskrit and Computational Linguistics — both have a lot to offer to each other.
This symposium provides a common platform to the traditional Sanskrit scholars and computational linguists
to come together to share their knowledge, learn from and collaborate with the researchers from each other’s
disciplines. We hope this platform will result in a fruitful combination of two disciplines leading to new insights
in the field of computational linguistics.

Computational Linguistics which started as an interdisciplinary branch a few decades ago, is today a full
fledged branch of knowledge on its own. After 50 years of intensive research, impressive linguistic-based appli-
cations such as sophisticated search engines are in daily use. Although some technology is generic and can be
parameterized properly for describing natural language structures in terms of formal linguistic models, in real-
ity, such tools are available only for a select few languages. One crucial point is the development of linguistic
resources, such as generative lexicons, treebanks of tagged reference corpuses, etc.

However, Sanskrit language offers a very interesting challenge for computational linguists:

e The Sanskrit language was studied to a high degree of formalization from high antiquity by genius linguists
such as Panini, and a continuous tradition of commenting and refining his work (Katyayana, Patafijali,
Bhartrhari, Nagesha Bhatta, etc.), still very much alive, leaves hope for the emergence of new computational
models of linguistic treatment, well tuned by definition to the Sanskrit language.

e The Sanskrit corpus contains a wealth of knowledge and wisdom (most of which is also available in elec-
tronic media) which has not been yet properly brought to light, despite centuries of both Western and Indian
scholarship.

e Sanskrit benefits from meticulously checked data bases of verb forms, noun paradigm classes, and a host
of other information necessary for building the computational tools for analysis and generation of Sanskrit
texts.

e Yet the computational challenge of even simple tasks such as part-of-speech tagging has been a stumbling
block hampering the use of computers for even simple philological tasks, such as finding all forms of a given
root or morphological derivation in a text.

In view of recent progress reported for instance at the 13th World Sanskrit Conference in Edinburgh last July
(http://www.arts.ed.ac.uk/sanskrit/13thWSC/3participants.html) and at the The First
National Symposium on Modeling and Shallow Parsing of Indian Languages (MSPIL-06) in Mumbai last April
(http://www.cfilt.iitb.ac.in/ ' mspil-06/1d25.htm), it appeared to us that the time is ripe to
coordinate our efforts at Computational Linguistics for Sanskrit. In quite a few sites worldwide, morpho-phonetic
processing tools have been used to generate morphological banks, lemmatise forms, analyse sandhi, and even
do some semantic processing. It would be nice if these various tools were interoperable, to the extent of being
somehow composable. We would then get a leverage effect, by using their complementary capabilities. Efforts
such as building Wordnet lexicons and tagged treebanks could be mutualized between the various teams. Mutual
evaluation of the various tools would lead to their mutual improvement. This should not be done in an ad-hoc
manner for Sanskrit, of course, it should follow proper standardisation of interchange formats, consistent with the
international normalisation efforts along up-to-date technology (XML, Unicode, etc) for our work to be durable.

With this view in mind a core team of 6 members was formed and the team decided to hold a Symposium
in order to benefit from the experience of other teams working in the area of Sanskrit Computational Linguistics
worldwide.
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This volume contains the papers selected for presentation at this First International Symposium on Sanskrit
Computational Linguistics. The papers submitted were reviewed by at least three referees, and the reports were
made available to the program committee members for open discussions if any. The reviews were well received
and approved by the Program Committee. Ten papers were selected for presentation at the Symposium and one
for discussion in the accompanying Workshop on standards for interoperable issues.

It is very encouraging that the selected papers cover a wide range of topics ranging from generating criti-
cal editions, tagging the existing corpus, developing various tools such as word analysers and generators, POS
taggers and Parsers, applying modern computational tools such as Finite State technology to model the sandhi
phenomenon in Sanskrit, studying contrastive linguistic phenomenon from different grammatical frameworks, and
finally modeling Pannini’s monumental grammar, the Astadhyayi.

We thank all the Program Committe members for their valuable support to make the symposium a success. We
are grateful to Prof. Paul Kiparsky for accepting our invitation to deliver the invited conference.

Finally we thank all the researchers who responded to our call for papers and participants to this event without
whose response the Symposium and Workshop would not have been a success.

We thank INRIA for the main financial support, and the other sponsors (Ecole des Hautes Etudes, UMR Mon-
des Iranien et Indien, University of Hyderabad Sanskrit Department, Rashtriya Sanskrit Vidyapeetha Tirupati and
Rashtriya Sanskrit Sansthan) for additional invaluable support. Mrs Chantal Girodon from the Paris-Rocquencourt
INRIA Research Center provided local organization, we thank her for insuring a smooth administrative operation.

Paris, October 2007,
Gérard Huet & Amba Kulkarni
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EXOCENTRIC (BAHUVRIHI) COMPOUNDS IN CLASSICAL
SANSKRIT

Brendan S. Gillon
McGill University

October 10, 2007

1. INTRODUCTION

Constituency grammars originated with Leonard Bloomfi&B3) and were developed during the nineteen forties
and nineteen fifties by a number of American structuraligguists, including Harris (1946), Wells (1947) and
Hockett (1954) — to mention but a few. In the late nineteefefft Chomsky (1957) suggested that constituency
grammars could be formalized as context free grammars.nibisclear that context free grammars fall short of
properly formalizing the constituency grammars of the Aicaar Structuralists (Manaster-Ramer and Kac 1990).
Indeed, in the nineteen sixties, Chomsky himself formaliaenumber of other important aspects of constituency
grammars, introducing more complexity to the labels, betmtnal and non-terminal, and permitting the use of
null elements.

Though constituency grammars were initially conceivedsaplying to phrases, work in the nineteen eighties
(Di Sciullo and Williams 1987; Selkirk 1982; Williams 198&howed that such rules could be used to profitably
analyze compounds and derivational morphology of Engl&ition (1995) showed that the same analysis extended
to the analysis of compounds and derivational morpholodgylassical Sanskrit.

The aim of this paper is to look more carefully at the appitwatof constituency rules to the analysis of
exocentric bahuvihi) compounds. In particular, | wish to show that the treatmainéxocentric bahuvihi)
compounds in classical Sanskrit requires all of the enrafinof context free grammars which linguists think to
be required. In particular, | shall show that exocentric poomds are nicely analyzed with the use of a phonetically
null suffix. | shall also show that argument frames, a germsxtbn of subcategorization frames, also play a key
role in their analysis; these argument frames also playshall show, a key role is providing a satisfactory analysis
of so-called non-constituent compounds, a kind of compafr@assical Sanskrit, long recognized by the Indian
grammatical tradition as problematic.

2. EXOCENTRIC (BAHUVRIHI) COMPOUNDS

The classical Indian grammatical tradition identifies a bemof different kinds of exocentrido@huvihi) com-
pounds. They include: privative exocentritafi-bahuvrhi) compounds, comitative exocentrisaha-bahuuhi
compounds, prepositional exocentiegdi-bahuvrhi) compounds, homo-denotative exocentsaranadhikarare-
bahuvrhi) compounds, and hetero-denotative exocenuyadhikarama-bahuvrhi) compounds. Our attention will
be confined to homo-denotative onsartanadhikarara-bahuvrhi).

Homo-denotative exocentrisgmanadhikarara-bahuvrhi)* compounds are compounds whose canonical phrase
paraphrase is a relative clause in which the first constitaitihe compound is predicated of the second, and they

'Homo-denotationgam an adhikanga) is the counterpart in the Indian grammatical traditiorhaf Western technical notion of concord
or agreement. As will be elaborated below, adjectives whicldify nouns in Sanskrit agree with the nouns in case, nuabergender.
The concord is seen by the traditional Indian grammarian:asu'ﬂlg to the fact that a noun and an adjective modifyinguitehthe same
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thereby share the first, or nominative, case — and if the finsstituent is an adjective, they agree in number and
gender as well. Notice that the relationship of agreemenasge, and where possible number and gender as well,
is true of the canonical phrasal paraphrase not only of exdcecompounds, but also of descriptive compounds
(karmadfarayd). Finally, homo-denotative exocentric compounds arealed because they modify other con-
stituents much in the way adjectives modify nouns. Puttiregé observations together, one arrives at the natural
hypothesis that exocentric compounds are derived fronrigg¢ise compounds by zero affixation which converts

a descriptive compound into an adjective.

Q) Exocentric pahuvithi) Compound:
Compound: samacittafeven-minded)
Analysis: ((4 samaX (v cittah));

((v eveni(x mind))
Paraphrase: H- [vp (asti)

(is)
[ap1 samam | [np,
even

cittam ] yasya |

mind  whose

whose mind is even

The evidence that homo-denotative exocensan@nadhikarara-bahuvrhi) compounds are adjectives is that
they have all the properties adjectives in Sanskrit havwst,Fidjectives in Sanskrit, like those in Latin, agree with
the nouns they modify in case, number, and gender. Considerdjectivetiksna (sharp. If it modifies a noun
in the nominative, singular, masculine, sasih (sword, then it has the forntiksnah; and if it modifies a noun
in the nominative, singular, feminine, sakun (knife), then it has the forntiksna; and if it modifies a noun in
the nominative, singular, neuter, spstram (blade), then it has the forntiksham Now consider the compound
dirgha-kartha. Ifitis to be construed with a masculine, singular noun ertbminative case, sgyrusah (man, to
yield the senséong-necked marthen the compound must have the nominative, masculingylisinform, namely,
dirgha-karthah If it is to be construed with a feminine, nominative, sirgguhoun, satri (womar), to yield the
sensdong-necked womanhen the compound must have the feminine, nominative ugandgorm, dirgha-kartha.
And finally, if it is to be construed with a neuter, nominatigingular noun, sagnitram (friend), to yield the sense
long-necked friendthen the compound must have the neuter, nominative, sinfim, dirgha-kartham

Next, adjectives in Sanskrit can be turned into abstrachady the affixation of the suffixva (-nes$: for ex-
ample, the adjectivkrsa(thin) may be converted into the abstract nokiga-tva(thin-nes$. Exocentrichahuvihi
compounds are susceptible of the same conversion: for deadmgha-kartha (long-neck-edcf., level-head-ejl
be turned intalirgha-kartha-tva(long-neck-ed-nesgf., level-head-ed-negs

Moreover, just as an adjective suchlkasah (thin) can function, as its English translation can, as a common
noun, meaning the same thing as its English nominal couatietpe thin so too should an exocentribghuvihi)
compound be liable to function as a common noun. And thisddauie, as observed by Speijer (188822, fn.

1) and as exemplified by following compound and its commeéaltgtoss.

(2.1) NBT48.4
(vyutpanna<samketasya)

denotation §amanadhikarap A homo-denotative exocentric compound is one in whichtihe principal overt constituents denote the
same thing, that is, they appear in the same case, and if shefiincipal overt constituent is an adjective, they agreeaise, number, and
gender.

FISSCL-2
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(2.2) NBTP 49.1-2
vyutpannah jiiatah samketah yena sah
arisen  known convention by whom he
One by whom the conventions of language are known
(jhata (known) glossesryutpanna(arisen.)

There is independent confirmation that homo-denotativeenxtnic 6anana-adhikaram-bahuvrhi) compounds
are best treated as descriptikarmadtaraya) compounds to which a phonetically null, possessive, aggsuf-
fix (symbolized hence forth with ‘B’) is affixed. Sanskrit hagphonetically overt, possessive, adjectival suffix
-ka which is virtually synonymous with the phonetically nullejust hypothesized. Though their distributions
are somewhat different (A 5.4.151 ff.), nonetheless, tharlap to such an extent that commentators to a text in
which an exocentricb@ahuvithi) compound occurs frequently repeat the compound, addé#suffix to signal
the fact that the compound in question is to be construedasatdescriptivekarmadtaraya) compound, but as
an exocentriclfahuvihi) compound (Boose and Tubb 1981, ch. 5, sec. 15).

English too has homo-denotative exocentric compounds. rBlylarge, they are marked by the adjectival,
possessive suffixed These English compounds, exemplified by such compounlitsmgkgged literal-minded
andtwo-footed have a distribution narrower than that of its counterpa@anskrit — a fact which will be dilated
on below.

Not every English homo-denotative exocentric compoundthased suffix. In particular, English homo-
denotative exocentric compounds which serve as proper s\@mepithets seem to require a phonetically null
counterpart to theed suffix2 Examples of proper names are particularly common in childrstories. For
example, in the children’s moviéand Before Timgthe two dinosaurs which are the main characters are named,
big footandlong neck instead ohbig-footedandlong-necked Examples of epithets are such compoundseds
head dim-wit, hard-back etc., to which there correspomneld-headeddim-witted hard-backedand so forth. (See
Marchand 1969, ch. 2, sec. 18 for other examples.) Moredtveeems that theed suffix and its phonetically
null counterpart are in free variation in exocentric compagiwhich are initial constituents in larger compounds:
long-necked bottle plargndlong neck bottle planboth denote plants for bottles whose necks are long.

Another parallel between English and Sanskrit homo-deiet@xocentric $amana-adhikaram-bahuvrhi)
compounds is the predication relation in the canonicalgiaese may be metaphorical, instead of literal. Thus,
in the compoundsandra-mukha(moon-facej§l sthula-carama (club-footed, and ayo-mus iron-fisted a face
(mukhg is likened unto a moorcéndrg, a foot arama) unto a club ¢thula), and a fist §nugi) unto iron @yas.

As noted by Di Sciullo and Williams (1987, p. 30), in Englislonstituents outside of a compound cannot be
construed with constituents subordinate within a compourtis generalization is undoubtedly true of English
compound formation, as illustrated by the contrast in therpretability of the expressions in (3).

(3.1) ((mameating)}<shark)
(3.2) *(eating<shark) of men

Interestingly, this generalization was regarded as truSafskrit by P ami. His treatment of compounds

is to pair them with canonical phrasal paraphrases with vkliey share a common derivational ancestor; in
addition to their semantic relation, they bear the synta@liations of having the same heads and of having the
same constituency. Hence, the constituency of compoundsrithat of their canonical phrasal paraphrases. A
condition on compound formation is that two elements canndergo compounding, the deletion of morphology
from the subordinate element, unless the two elements faramstituent (A 2.1.4). A consequence of this is that
inflected lexical items exterior to a compound are not colastie with subordinate constituents within it. The
applicability of this rule is illustrated both by Patafijah his Mah abh ga, or Great Commentary, on Rrals

2It is interesting to note in this connection that the Sansuffix -ka, used to mark phonetically lsahuvrthicompound, is said by
P ami (A 5.4.155) to be prohibited from affixation teahuvr ihcompounds which serve as names.
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Astadhyay 1 (at A 2.1.1), and by BHaatr, in his work on the semantics of Sanskrit (VP 3.14.46}thwhe
following example:

(4.1) [vp, ((rddha <raja)=<purush )]
rich  king man
servant of a rich king
(4.2) *[np [ap, rddhasya] (raja<purusal) ]
of rich king-man
servant of a rich king

Thus, the expression in (4.1) is acceptable, whereas thinqde?) is not, as signalled by the asterisk.
Though the generalization holds of English compounds,ésdmt of Sanskrit compounds. Counter-examples
are furnished both by Patafijali (MBh on A 2.1.1) and by Bitnetti (VP 3.14.47):

(5.1) [vp, [Np, Devadattasya] guroh ] kulam
of Devadatta of teacher family
(5.2) (Devadattaxguru)<kulam
Devadatta-teacher-family
(5.3) [vp, Devadattasya] (guru<kulam)
of Devadatta teacher-family
Devadatta's teacher’s family

Indeed, compounds appearing in configurations such asrtt{&t3) are given a special name by Sanskrit gram-
marians: they call therasamarthacompounds (i.e., hon-constituent compounds). Moreohesd compounds
are well attested in the classical literature. A study ofrdliece-hundred sentences, chosen essentially at random
from the Sanskrit corpus, reveals thirteen clear casesmoastituent §samarthaq compounds. (See Appendix
I in Gillon 1993.) And a study of the first approximately fiveridred sentences of a single text reveals forty-three
clear cases. (See Appendix Il in Gillon 1993.)

Thus, for example, in the best known play by the finest drashafiSanskrit literature, Kalid as&akuntad,
one finds precisely these configurations.

(6) S$3.9.16 (= SG 3.1.6)
[vp, [Py [P, tasyam] (snigdha<drsty a) ]
on her fixed-gaze
(s ucitxabhil aah)-B ]
indicated-affection-ed
.. whose affection was indicated by his gaze being fixed on her

Here, the past passive participlgjcita (indicated, which is a subordinate constituent within the exocentric
(bahuvihi) compoundsucita<abhilasah (*indicated-affectioned whose affection was indicatgdis construed
with the third, or instrumental, case noun phrés®am snigdhadrstya (by his gaze being fixed on heMore-
over, this noun phrase itself exhibits a non-constituasaarthd compound, for the past passive patrticiple,
snigdha(fixed is found as a subordinate constituent in the compamgddha-dstya (by fixed-gazeby his gaze
being fixed, yet it is construed witliasyam (on hei, a seventh, or locative, case noun phrase, for which the ver
snih(to fix) subcategorizes.

One person to attempt to meet the challenge presented leyabegpounds to Piaiis grammar of Sanskrit was
Bharthari, who suggested that non-constitueaggmarthd compounds are limited to cases where the subordinate

3To put these frequencies in perspective, | should point lwatt ion-constituentagamarthi compounds occurred more frequently in
each corpus taken separately or jointly than either intlijgestions or relative clauses.
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constituent in the compound expresses a relation. Biails insight is a deep one. The remainder of this paper
is devoted to showing how this insight might be captured wittonstituency grammars and then applied to not
only non-constituent compounds but also to exocentric.oflee main concept is that of an argument frame, or an
enriched subcategorization frame.

An argument frame has its classical quantificational loficlementary model theory, the set of predicates is
partitioned into cells of the same degree, or adicity. Theoé@redicates are partitioned into the family of sets,
one of which comprises all the one-place predicates, anaththe two-place predicates, etc. This partitioning of
the predicates has two effects. On the one hand, it helpstéondi@e which string of symbols is a well-formed
formula and which is not; on the other hand, it determinestimals of values can be assigned to it. Thus, if one
is told thatP is a two place predicate and thatb andc are terms, then one knows thatb is a formula and that
neitherPa no Pcba is. At the same time, one knows thitis to be assigned a set of ordered pairs in the model.

A similar effect can be achieved with a slight enrichment aibcategorization frames. Subcategorization
frames were introduced into constituency grammar by Cher(lk®65 ch. 2.3.4; 2.4). They greatly simplified the
constituency rules by having individual lexical items sfetheir complements. Subcategorization frames effec-
tively formalized and generalized the lexicographicalkfice of distinguishing between transitive and intramsiti
verbs. Because the subcategorization frame of a word it sitout those constituents which are not its comple-
ments, the subcategorization frame of a verb does not gptheif it has an argument corresponding to the subject
of the clause in which it might occur. Argument frames will/eahis specification. As a result, argument frames
will fulfill the same functions in constituency grammar whipredicate adicity fulfills in classical quantificational
logic. It specifies the arguments associated with the wodditatonstrains the value assigned to it in a model to
those relations with a corresponding arity, or degree ofré¢tetion. For example, a verb such tasdie, which
is intransitive, and thereby corresponding to a monadidipate of classical quantification logic, takes only one
argument and is assigned a unary relation (a subset of thelimddmain), while a verb such & admire which
is transitive, and thereby corresponding to a dyadic pegdjdakes two arguments and is assigned a binary rela-
tion (a set of ordered pairs of members of the model’'s dom&ngh a specification accounts for the contrasts in
acceptability of the sentences given below.

(7.1) Bill died.
(7.2) *Bill died Fred.

(8.1) *Mary admires.
(8.2) Mary admires Bill.

Moreover, just as each predicate of a given adicity is imttgul by a relation of a corresponding arity, so
each relational word is interpreted by a relation of a cgoesling arity. It is crucial that this correspondance be
properly established. To see why, consider this example friodel theory. LeR be a binary predicate and let
a andb be individual constants. Le¥/ be a model whose domain {4, 2,3} and whose interpretation function
i assignsl to a, 2 to b and the set of ordered paifg1,2), (2,3), (3,1)} to R. The clause of the truth definition
of an atomic formula guarantees the followingab is true if and only if(i(a),i(b)) € i(R). It is crucial that
the order of appearance of the individual constarasidb in the formulaRab be correlated with the ordered pair
(i(a),i(b)), not with the ordered paifi(b),i(a)). As the reader can easily verify, the ordered péi«), i(b)) is a
member ofi(R), but not the ordered paii(b), i(a)).

The situation in natural language is, of course, much mompbex that the situation in logical notation. |
do not have the space to elaborate on all the detail. | siiefore, concentrate on just the essentials required
for the task at hand. | shall signal the argument frame udiegnbtation of ordered sets. Often, the arguments
are restricted. This is well known in the case of verbs anda@nd adjectives derived from them. Indeed, these
restrictions are at the heart of Rréls grammar, theAgadhyayl, where they are known d&raka, or factors and
they have been widely exploited in contemporary linguigtieory, variously namedalencesor thematic roles
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Typical valences include those recognized byiRi:aagent patient beneficiary sourceandlocation

It is important to stress that valences do not exhaust traslkafirestrictions which can be placed on arguments
to lexical items. Underived relational nouns (for examgtend, cousin neighbot colleagu@ and underived
relational adjectives (for examplegquivalent opposite proud domesticand local) have arguments, but their
arguments are not plausibly said to be restricted by thel walences associated with verbs.

Following Bharthari's insight, | shall assume that non-constitueagamarthq compounds appear when the
subordinate constituent in the compound has an argumenhwsh¢orrelated with an inflected lexical item external
to the compound. A survey of the cases mentioned above, kesl dtdm the classical literature, shows that such
is the case. Indeed, for the most part, the subordinateitgrdtis a deverbal noun or adjective, requiring an NP
complement and often associating with it a particular veden

Let us consider the case of a non-constituent compasuigtiha-dstya, cited above. Recall that it is preceded
by the pronourtasyam, which is construed with the worshigdha itself subordinate tarstya. The past passive
participlesnigdhahas two arguments, one of which must appear in the severgh cas

) /Np3 <>\
NP N3 <LC>
N7 A (AG,LC) N3 (AG,PT)
tasy am snigdha (AG,LC) drsty a (AG,PT)
her fixed gaze

(whereAG denotesagent PT denotegatientandLc denotedocation). The idea is that the argument frames are
passed, as it were, up the tree. It is theation argument which is passed up to the top node of the tree for the
compound'

This contrasts with the situation in English. Sanskrit, ajust saw, permits unsaturated arguments associated
with a non-head to be transmitted to the mother node, whitgi§mprohibits non-heads from having unsaturated
arguments. Thus, for example, an expression such as (JBhsbited in English. The reason is that, although
one of the arguments associated vettting namely the one whose valencegentis saturated by the nowshark
the other argument associated waiting namely the one whose valencepitientis not®

(10) NP
PN
N PP
pd / N\
N P

A (AG,PT) NP

N

eating(AG,PT)  shark of men

“This compound is also an exocentric compound. This aspebeafompound is not being addressed h ere.
SEvidence that the argument with the valencesfIENT is relevant comes from the acceptability of (3.1), nanmabn-eating shark
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This treatment of non-constituerdgamartha compounds extends to exocentri@buvithi) compounds. Let
us consider the following exocentribghuvihi) compounds in Sanskrit:

(11.2) SK 830
Compound: prapt atithgn amah
Analysis: (praptaatithin-B) gramah
reached-guest-ed village
Paraphrase {o atithayah praptah yam ]
guest reached which
sah prapt atithigr amah
that village
the village which guests have reached

(11.2) SK 830
Compound: ushrathahanad an
Analysis: (uba<rathah)-B anad/an

drawn-cart-ed bull
Paraphrase: {o rathah udah yena ]
cart bull by which
sah udarathatanad an
that bull
the bull by which a cart is drawn

(11.3) SK 830
Compound: upaltapaSulpurusah
Analysis: (upahta<pasuh)-B purusah
offered-cattle-ed man
Paraphrase: {- pasuh upahtah yasmai ]
cattle offered towhom
sah upahta-pasSutpurusah
that man
the man to whom cattle is offered

(11.4) SK 830
Compound: uddhaudanana sthal1
Analysis: (uddhta<odanan a)-B sthal
removed-rice vessel
Paraphrase: f- odanah uddhtah yasyah ]
rice  removed from which

sa uddhtaudanana sthali

that vessel

the vessel from which rice has been removed
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(11.5) SK 830
Compound: p 1itambarpbrush
Analysis: (p txambarah-B purusah

yellow-garment-ed man
Paraphrase: H- pitam ambaram yasya ]
yellow garment whose
sah p itambargburusah
that man
the man whose garments are yellow

In the paraphrase and translation of Sanskrit exocerighuvithi) compounds, the relative pronoun of the para-
phrasing relative clause may be construed with either thsti(11.5) or the predicate (all other examples). Thus,
the relative pronoun is construed with the predicate in sualay as to express the goal in the first example, the
agent in the second, the beneficiary in the third, the sourteei fourth, and the location in the last.

Indeed, as noted by Coulson (1976, p. 121), Sanskrit exac€bthuvihi) compounds are ambiguous be-
tween two readings: on one, the denotation of the lexical iteodified by the exocentric compound is interpreted
as the possessor of what is denoted by the final constitugheafompound; and on the other, it is interpreted as
bearing a valence of any unsaturated argument associatiedwiinitial constituent of the compound.

(12) Coulson 1976, p. 121
Compound: dstakaga stri
Analysis: (dsta-kag a)-B stri

witnessed-misfortune-edvoman
Reading 1: a woman whose misfortune has been witnessed

(i.e., a woman whose misfortune people have withessed)
Reading 2: a woman by whom misfortune has been witnessed

(i.e., a woman who has witnessed misfortune)

Moreover, an exocentric compound has available a readimgsmonding to each of the unsaturated arguments
associated with its initial constituent.

(13) Coulson 1976, p. 121
Compound: dattadara rajfi|
Analysis: (datta- adar a)-Brajfi 1

given-respect-edqueen

Reading 1: a queen by whom respect is given
(i.e, a respectful queen)

Reading 2: aqueen to whom respect is given
(i.e., a respected queen)

Here emerges the difference between English and Sanskiiteakic compounds alluded to above. Notice
that, of the six examples, only the fifth allows an acceptdbiglish calque: reached-guested drawn-carted
*offered-cattledand *removed-vesselebut yellow-garmented At the same time, while an English exocentric
compound is paraphrasable with a relative clause, yet thivepronoun of the paraphrase, “whose”, is construed
only with the subject of the relative clause, which corregjsoto the final constituent of the compound paraphrased.
Thus, mean-spiriteds paraphrasable ame whose spirit is meatevel-headedasone whose head is leyvednd
long-leggedasone whose legs are long

English and Sanskrit exocentrioghuvithi) compounds differ as follows: the English adjectival suféddoes
not permit the transmission of unsaturated arguments okaceatric compound’s initial constituent; whereas the
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Sanskrit adjectival suffix B does permit the transmissioauwth arguments.

The foregoing differences between compounds in English Senukskrit suggests the following hypothesis:
the argument frame of initial constituents in lexical stwe, in particular, in compound, percolate in Sanskrit
but does not in English. This hypothesis accounts for twésfafirst, that, in Sanskrit, unsaturated arguments
associated with the initial constituent of an exocentricipound can be assigned to the lexical item the compound
modifies, whereas in English they cannot be; second, thatk@aproductively forms non-constituerdagamartha
compounds whereas English does not. Let us see how thisratomotks.

Each adjective has at least one argument which is saturdtest by the noun it modifies or by the subject
noun phrase of which it is predicated. This is illustratetblwefor modification both within phrasal structure and
within compound structure.

141 Npo() (142) Ny
/N VRN
AP (_) N A () N
A‘ (=) yellow (_) garment

yellow ( )  garment

Now, both the edsuffix in English and the -B suffix in Sanskrit create adjezgifrom nouns. This means that
they create an argument. Associated with the resultingnaegti is the valencpossessofannotateds). When
the English suffix is applied to a simple noun likeard one obtains the following:

(15) A (PS
/N
N A (P9
befer -e‘d (PS)

And when the resulting form modifies a word suchaan the resulting interpretation iman who possesses a
beard Combining what has been said so far, one obtains an an&dydisth the Sanskrit compound in (11.5) and
its English claque translation.

Moreover, the foregoing analysis shows precisely whersi8#drand English differ. A morphologically com-
plex English word accepts unsaturated arguments assbaialg with its head. Whereas, a morphologically
complex Sanskrit word accepts the unsaturated argumehtes eif its head or of its head’s sister. When an ex-
ocentric compound has no unsaturated argument other teaonthassociated with its possessive suffix, then its
English and Sanskrit versions are equally acceptable.
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(16) A (PS
\
N () A (PS
/ \
A(_) N
| |
pita _) ambara -B (P9
yellow ( _) garment -ed(P9

In this example, the argument associated witHow (pita) is saturated bgarment(ambarg, and so the complex
word yellow garment(pitambarg has no unsaturated argument. The suffixationeoff(-B) to yellow garment
(pitambarg creates an unsaturated argument with an associated galemely that of possessary.

The situation is otherwise when the left-hand constituémincexocentric compound has an unsaturated argu-
ment. Sanskrit permits unsaturated arguments associétedither a head and a non-head to be transmitted to the
mother node; and, depending on which unsaturated argusigansmitted, the compound receives one or another
interpretation. Thus, in the compound in (12) the unsadgrargument associated with the entire compound may
have associated with it either the valae or the valuers (annotated below a@G\Ps)).

a7 A (AG\PY
N (AG) A (P9
N
A (AG,PT) N
d_r_i;a (AG,PT) kada -B (P9

In constrast, English prohibits any unsaturated argunfemts being associated with a non-head, with the conse-
quence that the English counterparts to (9) are ungramahétinnotated below &%)).

(18) A (xAG)
N
N (AG) A (P9
N
A (AG,PT) N

witnessedAG,PT) misfortune -ed (P9

3. CONCLUSION

Above, we examined two kinds of compounds in Classical Sénslon-constituentgsamartha compounds and
exocentric bahuvihi) compounds. The former compounds were considered prohitemathe Indian grammati-

FISSCL-10



Proc. of FISSCL, Paris, October 29-31, 2007

cal tradition for P @ni's grammar, theAgadhyayl. An insight due to Bhartrari shows how they can be satisfacto-

rily analyzed. This insight was recast using the notion chayument frame, a generalization of subcategorization
frame. A bonus of this solution is that it provides insighbinvell-know properties of the exocentric compounds

of Classical Sanskrit, properties which exocentric conmaisuin English do not have.
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FROM PA_\I\_IINIAN SANDHI TO FINITE STATE CALCULUS

Malcolm D. Hyman
Max Planck Institute for the History of Science,
Berlin

ABSTRACT 2. SANDHI IN Panini’'S GRAMMAR
The most authoritative description of the morpho-
phonemic rules that apply at word boundaries (exter-
nal sandhi) in Sanskrit is by the great grammarian P a
nini (fl. 5th c. B.C.E.). These rules are stated for- v ) o
mally in Pami's grammar, theAgadhyayi ‘group of rules (tgrmedsutra, literally ‘thre_ad’), d|V|d§d be-
eight chapters’. The present paper summarizes-PantWeen eight chapters (termedihyayg). Conciseness
ni's handling of sandhi, his notational conventions, and (12ghava is a fundamental principle in Piars for-
formal properties of his theory. An XML vocabulary mulation of (_:arefully mterrelgted rules (Srr_nth, 1992).
for expressing P ni's morphophonemic rules is then Rules are eitheoperational (i. e. they specify a par-
introduced, in which his rules for sandhi have been ficular linguistic operation, okarya) or interpretive
expressed. Although PiBfs notation potentially ex- (i.e. they_define the scope of o'perational rules). Rules
ceeds a finite state grammar in power, individual rules MY Pe either obligatory or optional. 3
do not rewrite their own output, and thus they may A brief review of some well-known aspects of P a-
be automatically translated into a rule cascade fromMini's grammar is in order. The operational rules rel-

Pami’'s Agadhyayl is a complete grammar of San-
skrit, covering phonology, morphology, syntax, se-
mantics, and even pragmatics. It contains about 4000

which a finite state transducer can be compiled. evant to sandhi specify that a substituesthgnin) is
replaced by a substituenadesa in a given context
1. SANDHI IN SANSKRIT (Cardona, 1965b, 308). Rules are written using meta-

_ _ linguistic case conventions, so that the substituend is
Sanskrit possesses a set of morphophonemic rulegnarked as genitive, the substituens as nominative, the

(both obligatory and optional) that apply at morpheme |eft context as ablativetgsnat), and the right context
and word boundaries (the latter are also terrpada as locative fasmin). For instance:

boundarie$. The former are callethternal sandhi(<

sandhi ‘putting together’); the latterexternal sandhi. 8.4.62 jhayo ho ‘nyatarasgm

This paper only considers external sandhi. Sandhi jnaY-ABL h-GEN optionally

rules involve processes such as assimilation and vowel

coalescence. Some examples of external sandhi areThis rule specifies that (optionally) a homogenous
na asti> nasti‘is not’, tat ca> tac ca‘'and this’, etat sound replace$ when preceded by a sound termed
hi > etad dhi‘for this’, devas api> devo 'pi‘also a  jha¥Y — i.e. an oral stop (Sharma, 2003, 783-784).
god'. P ami uses abbreviatory labels (termedatyahara)

" This work has been supported by NSF grant 11S-0535207. to describe phonological classes. These labels are

Any opinions, findings, and conclusions or recommendations ~ Interpreted in the context of an ancillary text of the

pressed are those of the author and do not necessarily réféect
views of the National Science Foundation. The paper has-bene The traditional classification of rules is more fine-grained
fited from comments by Peter M. Scharf and by four anonymous and comprisessanjfia (technical terms),paribh'as (interpre-

referees. tive rules), vidhi (operational rules)niyama (restriction rules),
The symbol(’) (avagrahg does not represent a phoneme but pratisedha(negation rules)tidesa(extension rules)ibhas(op-
is an orthographic convention to indicate the prodelisibaroini- tional rules),nipatana(ad hoc rules)adhik ara(heading rules)

tial a-. (Sharma, 1987, 89).
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Adadhyayi, the Sivasgitras, which enumerate a cata- vag hasati(< vak hasati‘a voice laughs’ by 8.2.39)-

log of sounds {arnasanamraya) in fourteen classes vagghasati.

(Cardona, 1969, 6): A second example further illustrates the principles
already discussed:

1. aiuN 8. jhbhN 8.4.63 sas  cho 't
> 11K 9. ghchdh s §GEN chNOM aT-LoC

_ . . Here jhayah ‘jhaY-ABL’ and anyatarasgm ‘option-
3 eoN 10. jbgddS

ally’ are supplied byanuvitti from the preceding s utra
11. kh ph chh th c tt (8.4.62). The rule specifies that (optionall)s re-

4. aiauC Vv placed bychwhen it is preceded by an oral stghY)
5 hvvrT and followed by a vowel or semivoweh ).

AR 12. kpY Rules specific to external sandhi are found in the
6. IN 13. 5ssR third quarter pada) of the eighthadhyaya. A num-

ber of rules are common to both internal and external
7. AimannM 14. hL sandhi, and rules relevant for external sandhi are also
found in the firstpada of the sixthadhyaya and the

N . _ fourth pada of the eighthadhyaya.
The final items (indicated here by capital letters) are

markers termedt ‘indicatory sound’ and are not con- 3. AN XML ENCODING FOR P aniniAN RULES
sidered to belong to the class. pkatyahara formed '
from a sound and ait denotes all sounds in the se-
guence beginning with the specified sound and ending !
with the last sound before tlie ThusjhaY denotes the " machine-readable form. The XML vocabulary con-

class of all sounds frorj throughp (before theit Y): tains an elemenkr ul e>, with required attributes
i, bh, gh, d, dh, j, b, g, dd, kh, ph, ch,h, th, c t t sour ce (the substituend) and ar get (the sub-

k, p(i. . all oral stops). STtra 8.4.62, as printed above Stitueéns) and optional attributéscont ext (the left

is by itself both elliptic and uninterpretable. Ellipses CONtext) andrcont ext (the right context). The

in s Utras are completed by supplying elements that ocvalués of source, |context, andrcontext
cur in earlier sttras; the device by which omitted ele- € SPecified as Perl-compatible regular expressions

ments can be inferred from preceding s Utras is termedPCRES) (Wall et al., 2000).  Sanskrit sounds are
anuvitti ‘recurrence’ (Sharma, 1987, 60). It will be indicated in an encoding known as SLP1 (Sanskrit

noticed that no substituens is specified in 8.4.62; theLiPrary Phonological 1) (Scharf and Hyman, 2007).

substituensavarnahthomogenous sountom’ (Car- An encoding such as Unicode is not used, since Uni-
dona, 1965a) is Sljpplied mnuvitti from s Utra 8.4.58 code representaritten charactersrather thanspeech

anus@rasya yayi parasavamh. Still, the device of sounds(Unicode Consortium, 2006). The SLP1 en-

anuvtti is insufficient to specify the exact sound that coding facilitates linguistic processing by representing

must be introduced as a substituens. It is here that in-£8¢h Sanskrit sound with a single symbol (see fig. 1).

terpretive rules play a role. STtra 8.4.62 must be inter-1 "€ Use of Unicode would be undesirable here, since
preted in the light of thearibhasa ‘interpretive rule’ (1) there would not be a one-to-one correspondence

1.1.50sthane 'ntaratamahwhich specifies that a sub- Note that Sanskrit represents a voiced glottal fricativé] ]

stituens must be maximally similar (sc. in articulatory _So-called “regular expressions” in programming languages
. such as Perl include extended features such as pattern mmemor
place and manner) to the substituend (Sharma, 1987inat exceed the power of regular languages (&g for exam-

126). Thus the substituens in 8.4.62 will always be ple, itis possible to write a regular expression that mat¢hea.o

aspirated, sincé (the substituend) is aspirated: e.g. 'F‘,"‘g%“é‘ge' that is, the language of all reduplicated strirfsus
s areot, in the formal sense, regular expressions at all.
Figure 1 is a simplified overview of SLP1. It does not show
The vowela added after a consonant makes fitatyah'ara  symbols for accents, certain nasalized sounds, or sourugigre
pronounceable. to the Vedic language.

An encoding based on Extensible Markup Language
(XML) has been chosen for expressing Piam rules
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between character and sound, and (2) Sanskrit is com- Aaa Aﬁ a Iii ]EI{' ou (ij u
monly written in a number of different scripts (De- =r X7 ol Wi
van agar I, Tamil, Romanization, etc.). i F X X .
The following is the XML representation of s'utra O;e Oe; ai Ajea 0 A;Eaau
8.3.23mo 'nuswarah, which specifies that padafinal € E ° © .
. : — kk K,akh g,ag :G,agh zNn
m is replaced by the nasal souaduswara (m) when K K g G N
followed by a consonant (Sharma, 2003, 628): .C,aC GCch Jal Jajh V,ah
<rul e source="m' target="M ¢ C J J Y
rcontext="[ @wb)][@hal)]" it Eth qd Qdh N,an
ref="A 8.3.23"/> w W q Q R
. . . tat T,ath dd ;D,a dh n,an
This rule employs a syntactic extension used for t T d D n
macros. The expressior@ nane) is replaced by the pap :B ph bab B,a bh m,a m
value of a defined macrnane. Macros are defined P P — b i B v m
with an XML element<macr 0> and may be defined VA | 0
recursively. Macro expansion is performed immedi- 7,25 S,as 5as hh
ately after parsing the XML file, before any further S z S
processing. Here thecont ext attribute references *anusvara M; visarga =H
two macros: @ wb) is expanded to characters that
indicate a word boundary, an@ hal ) is expanded Figure 1: A partial overview of the SLP1 encoding

to the characters representing the sounds ofptiae

tyahara hal (i. e. all consonants). Macros are a syn-

tactic convenience that allows rules to be easier toby a padafinal jhay, is replaced by the result of

read (and closer to Piais original formulation); one  performing thevoi cedaspi r at e mapping on the

might equally spell out in full all characters represent- matchedjhaY. The mapping syntax takes the form

ing sounds in a phonological class. The square brack-” name(i nput) ), wherenane is the name of a

ets belong to the PCRE syntax and indicate that anymapping, and nput is the input symbol for the map-

character contained between them should be matched?ing. A mapping is defined with amappi ng> ele-

that is,[ abc] matches am, b, orc. ment, which has as children one or memeap> ele-
Inthet ar get two additional syntactic facilities al- ments. The mappingoi cedaspi r at e is defined

low for rules to be expressed in a way that is close to thus:

P ami’s formulation. These facilities are termedap- <mappi ng nanme="voi cedaspi rate">

pings and functions. The following rule illustrates a <map from="@jas)" to="@Jaz)"/>

mapping: </ mappi ng>

<rul e source="h" This mapping translates the voiced oral stops denoted
target="9%voi cedaspirate($1))" by the pratyahara jaS (j, b, g, d d) to the equivalent
|co_ntext="([@Jay)])[@wb)]" y. pd ya. dJ I(J gd'd’ ) db q—hﬁ
opti onal =" yes" aspirated voiced oral stops denoted by phatyahara
ref="A. 8.4.62"/> jhas (jh, bh, gh, d, dh). In the case that the input

This sutra has been discussed earlier. The left consymbol to a mapping is not contained fimom the
text matches ghay followed by a word boundary. mapping is equivalent to the identity function.

The parentheses (part of PCRE syntax) specify that Sutra 6.1.8ad gurah illustrates the use of a func-
the contents (thghaY) be stored in pattern mem- tion:

ory. Strings stored in pattern memory are avail- <ryle source="[@a)][@wb)] ([@ik)])"

able for subsequent reference: the pattern matched target="!(gunate($1))"

by the first parenthesized group may be recalled with ref="A6.1.87"/>

$1; the second, with$2, etc. (only nine pattern Thesour ce matches either shogor longa (by the
memory variables are available). The pattern mem-definition of the macra), a word boundary, and then
ory variable $1 is referenced in the ar get at- the pratyahara iK (a simple vowel other thaa or a).
tribute. The rule specifies that dm when preceded The macrd k is defined:
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<mecro name="ik" homorganic semivowel (eitheror|). The domain of
value="@i) @u) @f) @x) " gunateis{a,a,i,1,u,0rT, | 1} andits range i§a,
ref="A 1.1.71"/>

e, o, ar, al.

and depends on the macro definitions:

<macro name="i" val ue="il" 4. REGULAR LANGUAGES AND REGULAR
ref="A 1.1.69"/> RELATIONS

<macro nanme="u" val ue="uU"

3 ref =1f~% 1.1. |69" /_">f - First, it is necessary to defineregular language Let
O A 11 6o > £ denote a finite alphabet arld‘ denoteX U {c}
<macro name="x" val ue="xX" (wheree is the empty string){e} is a regular language

ref="A1.1.69"/> wheree € %€, and the empty languadkis a regular

TheiK is stored in pattern memory, and the substituend language. Given thak,, L., and L are regular lan-
(a-varma) is replaced by the output of calling the func- guages, additional regular languages may be defined
tion gunat e on the storedK. A function is defined by three operations (under which they are closed):
with an elemenkf unct i on>, which has as children concatenationf{;- Ly = {zy|x € L1,y € Ls), union

one or more<r ul e> elements. These are context- (LU Ls), and Kleene closuref = U°,L¢) (Kaplan
free rules that typically make use of mappings in the and Kay, 1994, 338).

t ar get . Thusgunat e is defined: Regular relationsare defined in the same fashion.
<function name="gunate"> An n-relation is a set whose members are ordered n-
<rule source="[@a) @i)@u)]" tuples (Beesley and Karttunen, 2003, 20). THeh
crule sarge, ([yg?;‘%(éf)li) /> is a regular n-relation where € %€ x ... x %€ (0
tar get =" % guna( $1)) is also a regular n-relation). Given th&y, R, and
</t uncti ons Y sen vowel ($1))"/> R are regular n-relations, additional regular n-relations
may be defined by three operations (under which they
Two mappings are invoked here: are closed): n-way concatenatioR( Ry = {zy|z €
<mappi ng nane="guna" Ri1,y € Ry), union (R U Ry), and n-way Kleene clo-

ref="A.1.1.2">
<map from"@a)" to="a"/>
<map from="@i)" to="e"/>

sure R* = U2, RY).

<map from=" @u)" to="o0"/> 5. FINITE STATE AUTOMATA AND
<map from="@f)" to="a"/> REGULAR GRAMMARS
<map fromr"@x)" to="a"/>
</ mappi ng> A finite state automatois a mathematical model that
<mappi ng name="sem vowel " corresponds to a regular language or regular re!af[ion
ref="A6.1.77"> (Beesley and Karttunen, 2003, 44). A simple finite
<map from="@i)" to="y"/> state automaton corresponds to a regular language and
<map from="@u)" to="v"/> . . . i
<map frome" @f)" to="r"/> is a quintuple(S, X, §, s, F'), whereS is a.flnlte set
<mep frome"@x)" to="I"/> of statesX. the alphabet of the automatanis a tran-
</ mappi ng> sition function that maps$ x %€ to 2°, sy € Sis a

The mappingguna maps simple vowels such as single initial state, and” C S is a set of final states
varna (which includes shor and longa) to theirgura (Aho et al., 1988, 114). A finite state automaton that
equivalent. The ternguna is defined by the technical corresponds to a regular relation is termdthiae state
rule (samia) (Sharma, 1987, 102) 1.1&deh gurah transducer(FST) and can be defined as a quintuple
‘aandeN [are] gure’ (the pratyahara eN = {e, o}). (S, x ... x %,4,s0, F), with § being a transition
The mappingseni vowel maps those vowels that function that mapsS x 3¢ x ... x ¢ to 2° (Kaplan
possess homorganic semivowels to the correspondingand Kay, 1994, 340).

semivowels. The functiogunat e, if the input isa-, A regular (or finite) grammar describes a regular
i-, or u-varma, outputs the correspondirgura vowel, language and is equivalent to a finite state automaton.
if the input isr- or |-varna, it outputs the correspond- In a regular grammar, all production rules have a sin-
ing guna vowel (in this casea) concatenated with the gle non-terminal on the left-hand side, and either a sin-
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placed by a substring. . . ym: Z1...Zn, — Y1- .. Ym,
wherex;, y; € ¥ (andX is a finite alphabet). Rewrite
rules used in phonology have the general form

.

context free Such a rule specifies thatis replaced by) when it
context sensitive is preceded by\ and followed byp. Traditionally,
recursively enumerable the phonological component of a natural-language

grammar has been conceived of as an ordered se-
ries of rewrite rules (sometimes termedcascadg
Figure 2: The Chomsky hierarchy of languages W7,..., W, (Chomsky and Halle, 1968, 20). Most
(after Prusinkiewicz and Lindenmayer  phonological rules, however, can be expressed as reg-
(1990, 3)) ular relations (Beesley and Karttunen, 2003, 33). But
if a rewrite rule is allowed to rewrite a substring in-
troduced by an earlier application of the same rule,
gle terminal or a combination of a single non-terminal the rewrite rule exceeds the power of regular relations
and a single terminal on the right-hand side. That is, (Kaplan and Kay, 1994, 346). In practice, few such
all rules are of the formd — a, A — aB (for a right rules are posited by phonologists. Although certain
regular grammar), oA — Ba (for a left regular gram-  marginal morphophonological phenomena (such as ar-
mar), whered andB are single non-terminals, ands bitrary center embedding and unlimited reduplication)
a single terminal (o€). A regular grammar is the least exceed finite state power, the vast majority of (mor-
powerful type of grammar in the Chomsky hierarchy pho)phonological processes may be expressed by reg-
(see fig. 2) (Chomsky, 1956). A context free grammar ular relations (Beesley and Karttunen, 2003, 419).
describes a context free language, a context sensitive Since phonological rewrite rules can normally (with
grammar describes a context sensitive language, andhe provisos discussed above) be reexpressed as regu-
an unrestricted grammar describes a recursively enudar relations, they may be modeled as finite state trans-
merable language. The hierarchy is characterized byducers (FSTs). FSTs are closed under composition;
proper inclusion, so that every regular language is con-thus if 7; andT; are FSTs, application of the com-
text free, every context free language is context sensi-posed transducél; o T5 to a stringS is equivalent to
tive, etc. (but not every context free language is regular,applying7; to S and applyingls; to the output of;:
etc.). Aregular grammar cannot describe a context free
language such as:"b"|1 < n}, which consists of the Ty 0 T3(8) = Ta(Th(5))

strings {ab, aabb, aaabbb, aaaabbbb . ..} (Kaplan and  So if a cascade of rewrite ruldd’, ..., W,, can be
Kay, 1994, 346). expressed as a series of FST's...,T,, there is a
Since P anian external sandhi can be modeled us- single FSTT that is a compositiod} o ... o T}, and
ing finite state grammar, it is highly desirable to pro- is equivalent to the cascad®, ..., W, (Kaplan and
vide a finite state implementation, which is computa- Kay, 1994, 364)G = T} o...oT,, constitutes a regular
tionally efficient. Finite state machines are closed un- grammar. Efficient algorithms are known for compil-

der composition, and thus sandhi operations may being a cascade of rewrite rules into an FST (Mohri and
composed with other finite state operations to yield a Sproat, 1996).

single network. B
7. AN FST FOR PaniniAN SANDHI

6. FROM REWRITE RULES TO REGULAR

GRAMMARS The XML formalism for expressing Piaian rules in

§3 contains a number of devices; it is not immediately
A string rewriting system is a system that can trans- evident how rules employing these devices might be
form a given string by means of rewrite rules. A compiled into an FST. A rule compiler, however, is de-
rewrite rule specifies that a substring. .. x,, is re- scribed here that translates kham rules expressed in
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the XML formalism into rewrite rules that can be au-
tomatically compiled into an FST using standard algo-
rithms.

It is useful to begin with an instance of Rraan
sandhi derivation of the strindevo 'pi < devas api
‘also a god'.

Figure 3: An FST for s'utra 6.1.109

FORM SUTRA

devas api

deva$ api 8.2.66

deva#u api 6.1.113

dev! (gunate(u)) api | 6.1.87 Here the notationz|y|z) expresses alternation; the
devo ' pi 6.1.109 rule matches either, or y, or z. The symbol. rep-

resents a space character; the symbaokpresents a
S'utra 8.2.66 replacepadafinal swith rU (here sym-  boundary that has been inserted by a rule.
bolized by$). Sutra 6.1.113 replaceadafinal rU o o
with u preceded by a boundary markef) hen the These rules may be efficiently compiled into FSTs.

next pada begins witha. Sutra 6.1.87 has been dis- A'? FST e”¢°°"”9 the fina_ll rule is shown in fig: 3. In
cussed above. STtra 6.1.109 replzedainitial a this transducers is the initial state and doubly-circled

with avagraha(represented by in SLP1) when the states are the members®f the set of final states. The

previouspadaends in thepratyahara eN (i. . e or o). graphical representation of the FST has been simpli-
Although the PCRES in the XML format exceed the fied, so that symbols that are accepted on transition

. . . from s; to s; share an arc betwees ands; (in this
power of regular relations, and the implementation of
. . . . . case, the symbols are separated by commas). The nota-
mappings and functions is not obvious in a regular

grammar, the rule compiler mentioned above is abletlonw  y indicates the symbols on the upper and lower
. tapes of the transducer, respectively. If the transducer
to produce a cascade of rewrite rules that may be ef_reads input from the upper tape and writes output to the
ficiently compiled into an FST. A consequence of the P the upp be an b
- , . — lower tape,x : y indicates that itz is read on the up-
rule compilation strategy is that a single ham rule ; .
ol per tapey is written on the lower tape. If the symbols
may be represented as several rewrite rules. Where
: . _on the upper and lower tapes are the same, a shorthand
rule makes use of pattern memory, which can contain o n . :
notation is used; thusis equivalent tar : =. The spe-

n possible values, the rule is expanded intoewrite . o .
. , . cial symbol? indicates thaanysymbol is matched on
rules. Mappings and functions are automatically ap- ~.
either the upper or lower tape.

plied where they occur ifp (the substituens).
The following cascade represents the four s utras ex- Since it is possible to translate each rule in the above

emplified above: cascade into an FST, and FSTs are closed under com-
position, itis possible to compose a single FST that im-

s—$/ - [#) plements the portion of Piaiis sandhi represented by
$—#ula - [#a the rules in the cascade above. A compiler developed
@A [#@lA) —a by the author will be capable of compiling the entirety
@A [#ifr)—e of Paimi's sandhi rules into a single FST. The FST is
@A) [#)(ulY) —o then converted to Java code using a toolkit written by
@A) [#)(f [F) —ar the author. Compilation of the generated source code
@|A)(- | #)(x[X) — al yields binary code that may be run portably using any
a—' /(o) [#) — Java Virtual Machine (JVM) (Lindholm and Yellin,

- ) _ _ 1999). Alternatively, for improved performance, the

Although avagrahais not a phoneme, it may be conceived J d b iled int ti hi d
of linguistically as a “trace” left after the deletion af. For this aya code may be co_mpl ed into na '_Ve machine coae
reason, it is represented in the SLP1 phonological coding. using the GNU Compiler for Java (gcj).
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8. IMPLICATIONS act segments substituted. In this way, feadhyayr
avoids the bias (“segmentalism”) that places the linear

Wh”? one O.f the g::'d'r?g principles 0]; Izlar‘s lg_raml- segment at the center of phonological theory—a bias
mar is concisenessaghava, a computational imple- from which contemporary linguistics is beginning to

mentation poses other demands, such as tractabilitydistance itself (Aronoff, 1992).
and efficiency. P am’s rules are formulated in terms '

of classes based on distinctive features and must be

construed with the aid of ‘interpretive’péribhasa)

rules, technical termssénjia), and other theoretical The finite state approach discussed in this paper,

apparatus. . . . however, is limited to describing the relations between
However desirable the mathematical properties of a_, .
. strings (sequences of segments). As far as the com-
regular grammar may be, a grammar stated in such . . o
. . = L . putational model is concerned, individual symbols are
terms is at odds with Piaiis principles. Rather, it . :
hearkens back 1o thekara svstem emploved by ear atomic, and no class relations between the symbols ex-
y ploy y ist. The goal in this study has been to develop an in-

lier linguistic thinkers, in which individual segments . .
L termediate representational structure, based on XML,
are the target of specific rules (Cardona, 1965b, 311). . N
- that can faithfully encode some of the linguistically
By way of contrast, P an states a rule econom- . .. . —
icallv in t £ th und cl ted i significant aspects of a portion of Rrals grammar
ically In terms of the sound classes enumerate In(the rules involved in external sandhi) and at the same

the Sivagitras Thus 8.4.41stuna suh specifies the . ; "
troflexi ¢ dental stop sither (1) bef can be automatically translated into an efficient com-
retroflexion of ans or dental stop either (1) before a putational implementation.

padafinal -s or (2) padafinally before atU (i.e. a
retroflex stop).

With a little less economy, we can representiRian
rule by two rules in XML.:

<rul e source="[s@tu)]"
target="%retrof l ex($1))"
I context="z[ @wb)]"
ref="A.8.4.41"/>

<rul e source="[s@tu)]"
target="%retrofl ex($1)"
rcontext="[@wb)][@w)]"
ref="A.8.4.41"/ >

The pratyahara tU stands for the dental stop serigs
th, d, dh, . We apply the retroflex mapping:

<mappi ng name="retrofl ex">

<map from="s" to "z"/>

<map from"@tu)" to "@wi)"/>
</ mappi ng>

9. APPENDIX: CORE RULES FOR EXTERNAL
SANDHI

The effect is to change a single phonological feature

across an entire class; sounds with a dental place of

articulation @lantyg are replaced by sounds with a

retroflex articulation furdhanyg. In specifying such

a replacement, Piahmakes use of the principle of

savarnya‘homogeneity of sounds’. So the substituend The following is a list of modeledidhi rules (8.3.4:
chosen is that closest to the original—with respect to adhikara, 8.4.44:pratisedhg for external sandhi. No
voice (@hosavat / aghos), aspiration fnataprana / al- account is taken here gragrhya rules that specify
paprana), and nasality fanurasika / niranumsika. certain sounds as exempt from sandhi (since these
Thust — t, th— th, d— d, and so on; yet P am does rules refer to morphosyntactic categories). Various op-
not need explicitly (and repetitively) to specify the ex- tional rules are not listed.

FISSCL-19



Proc. of FISSCL, Paris, October 29-31, 2007

6.1.73 checa

6.1.74 anmanosca

6.1.132 etattadohsulopo 'koran&sanase hali
8.2.66 sasaju® ruh

8.2.68 ahan

6.1.113 ato roraplutadaplute
6.1.114 hasica

6.1.101 akahsavarre drghah
6.1.88 vrddhireci

6.1.87 adgurah

6.1.77 ko yaraci

6.1.109 enahpacdantadati

6.1.78 eco 'yawayavah

8.2.39 jhalamjaso 'nte

8.3.4  anursesikatparo 'nusarah
8.3.7 naschavyapran

8.3.14 rori

8.3.17 bhobhagoaghoamvasya yo 'si
8.3.15 kharavagsnayorvisarjamyah
8.3.19 lopah&kalyasya

8.3.20 oto gargyasya

8.3.23 mo 'nuswarah

8.3.31 S&ituk

8.3.32 namo hrasadacihamumityam
8.3.34 visarjanyasya sah

8.3.35 &arpare visarjamnyah

8.3.40 namaspurasorgatyoh
8.4.40 stoh&cura scuh

8.4.44 &t

8.4.41 stuna guh

8.4.45 yaro 'nurasike 'nurasiko \a
8.4.53 jhalamjasjhasi

8.4.55 kharica

8.4.60 torli

8.4.62 jhayo ho 'nyatarasgm
8.4.63 &ascho't

8.4.65 jharo jhari savarre
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ABSTRACT computational paradigms. Among the most important

In this paper, we are presenting our work towards Of these are state space search algorithms, (Bonet,
building a dependency parser for Sanskrit language2001) and dynamic programming algorithms (Ferro,
that uses deterministic finite automata(DFA) for mor- 1998). The need for unambiguous representation has
phological analysis and 'utsarga apavaada’ approacHead to a great effort in stochastic parsing (lvanov,
for relation analysis. A computational grammar based 2000).

on the framework of Panini is being developed. A lin-

guistic generalization for Verbal and Nominal database Most of the research work has been done for En-
has been made and declensions are given the form olish sentences but to transmit the ideas with great
DFA. Verbal database for all the class of verbs have Precision and mathematical rigor, we need a language
been completed for this part. Given a Sanskrit text, that incorporates the features of artificial intelligence.
the parser identifies the root words and gives the de-Briggs (Briggs,1985) demonstrated in his article
pendency relations based on semantic constraints. Théhe salient features of Sanskrit language that can
proposed Sanskrit parser is able to create semantic net§ake it serve as an Artificial language. Although

for many classes of Sanskrit paragraphﬂ?@ﬁ'). computational processing of Sanskrit language has
The parser is taking care of both external and internalbeen reported in the literature (Huet, 2005) with some
sandhi in the Sanskrit words. computational toolkits (Huet, 2002), and there is work
going on towards developing mathematical model and

1. INTRODUCTION dependency grammar of Sanskrit(Huet, 2006), the

proposed Sanskrit parser is being developed for using
Parsing is the "de-linearization” of linguistic input; Sanskrit language as Indian networking language
that is, the use of grammatical rules and other knowl- (INL). The utility of advanced techniques such as
edge sources to determine the functions of words in thestochastic parsing and machine learning in designing
input sentence. Getting an efficient and unambiguousa Sanskrit parser need to be verified.
parse of natural languages has been a subject of wide
interest in the field of artificial intelligence over past We have used deterministic finite automata for
50 years. Instead of providing substantial amount of morphological analysis. We have identified the basic
information manually, there has been a shift towards linguistic framework which shall facilitate the effec-
using Machine Learning algorithms in every possible tive emergence of Sanskrit as INL. To achieve this
NLP task. Among the most important elements in goal, a computational grammar has been developed
this toolkit are state machines, formal rule systems, for the processing of Sanskrit language. Sanskrit
logic, as well as probability theory and other machine has a rich system of inflectional endings (vibhakti).
learning tools. These models, in turn, lend themselvesThe computational grammar described here takes the
to a small number of algorithms from well-known
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concept of vibhakti and karaka relations from Panini Base >< Form >< Relation >.

framework and uses them to get an efficient parse forThe structure contains the root woreBase>) and
Sanskrit Text. The grammar is written in 'utsarga its form <attributes of word- and relation with the
apavaada’ approach i.e rules are arranged in severaterb/action or subject of that sentence. This analogy is
layers each layer forming the exception of previous done so as to completely disambiguate the meaning of
one. We are working towards encoding Paninian word in the context.

grammar to get a robust analysis of Sanskrit sentence.

The paninian framework has been successfully appliedz'l' <Word >

to Indian languages for dependency grammars (SanGiven a sentence, the parser identifies a singular word
gal, 1993), where constraint based parsing is used ané@nd processes it using the guidelines laid out in this
mapping between karaka and vibhakti is via a TAM section. If it is a compound word, then the compound
(tense, aspect, modality) tabel. We have made rulesvord with &= has to be undone. For example:
from Panini grammar for the mapping. Also, finite TEHANT=Z A=A H+ATT=Ad.

state automata is used for the analysis instead of finite

state transducers. The problem is that the Paninian

grammar is generative and it is just not straight for- 2.2. <Base

ward to invert the grammar to get a Sanskrit analyzer,The base is the original, uninflected form of the word.
i.e. its difficult to rely just on Panini sutras to build Finite verb forms, other simple words and compound
the analyzer. There will be lot of ambiguities (due to words are each indicated differently. For Simple
options given in Panini sutras, as well as a single wordwords: The computer activates the DFA on the ISCII
having multiple analysis). We need therefore a hybrid code (ISCII,1999) of the Sanskrit text. For compound
scheme which should take some statistical methodswords: The computer shows the nesting of internal and
for the analysis of sentence. Probabilistic approachexternalFHTH using nested parentheses. Uredieer

is currently not integrated within the parser since we changes between the component words.

don’'t have a Sanskrit corpus to work with, but we

hope that in very near future, we will be able to apply
the statistical methods. The <Form> of a word contains the information re-

garding declensions for nominals and state for verbs.

2.3. <Form>

The paper is arranged as follows. Section 2 ex-
plains in a nutshell the computational processing of
any Sanskrit corpus. We have codified the Nominal e For nouns, write first.m, f or n to indicate the gen-

and Verb forms in Sanskrit in a directly computable der, followed by a number for the case (1 through

form by the computer. Our algorithm for processing 7, or 8 for vocative), and s, d or p to indicate sin-
these texts and preparing Sanskrit lexicon databases  gular, dual or plural.

are presented in section 3. The complete parser has

been described in section 4. We have discussed here ® For adjectives and pronouns, write first a, fol-
how we are going to do morphological analysis and lowed by the indications, as for nouns, of gen-
hence relation analysis. Results have been enumerated  der (skipping this for pronouns unmarked for gen-
in section 5. Discussion, conclusions and future work ~ der), case and number.

follow in section 6.

e For undeclined words, just write u in this column.

e For verbs, in one column indicate the clagsr

2 A STANDARD METHOD EOR ANALYZING and voice. Show the class by a number from
SANSKRIT TEXT 1 to 11. Follow this (in the same column) by

"1’ for parasmaipada, '2’ for atmanepada and '3’

The basic framework for analyzing the Sanskrit cor- for ubhayapada. For finite verb forms, give the

pus is discussed in this section. For every word in a root. Then (in the same column) show the tense
given sentence, machine/computer is supposed toiden-  as given in Table 3. Then show the inflection in
tify the word in following structure. < Word >< the same column, if there is one. For finite forms,
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Table 1: Codes for Table 4: Codes foxRelation>
<Form>
Table 3: Codes for Fi- i
- v | main verb
pa/ | passive nite verb Forms, show- -
: ' vs | subordinate verb
ca/ | causative ing the Tense - i
de/ | desiderative s | subject(of the sentence or a subordinate clause)
frl | frequentative pr | present 0 | object(of a verb or preposition)
if | imperfect g | destination(gati) of a verb of motion
: : : a | Adjective
. - iv | imperative — . —
Table 2: Codes for Finite op | optative n | Noun modifying another in apposition
Forms, showing the Per- 20 | aorist d | predicate nominative
son and the Number et m | other modifier
pe | perfec i
AECCEET fu | future p | Preposition
2 | 5T T f2 | second futurd ¢ | Conjunction
3| 39T oY be | benedictive u | vocative, with no syntactic connection
s | singular co | conditional g | quoted sentence or phrase
d [ dual r | definition of a word or phrase(in a commentary)
p | plural

3. ALGORITHM FOR SANSKRIT RULEBASE

show the person and number with the codes given!n the section to follow in this paper, we shall explain
in Table 2. For participles, show the case and tWo of the procedures/algorithms that we have devel-

number as for nouns. oped for the computational analysis of Sanskrit. Com-
bined with these algorithms, we have arrived at the
skeletal base upon which many different modules for
_ Sanskrit linguistic analysis such as: relatioAss T,
2.4. <Relation> THTE can be worked out.

The relation between the different words in a sentence3-1- Sanskrit Rule Database
is worked out using the information obtained from Every natural language must have a representation,
the analysis done using the guidelines laid out in which is directly computable. To achieve this we
the previous subsections. First write down a period have encoded the grammatical rules and designed
in this column followed by a number indicating the the syntactic structure for both the nominal and ver-
order of the word in the sentence. The words in eachbal words in Sanskrit. Let us illustrate this structure
sentence should be numbered sequentially, even wheffor both the nouns and the verbs with an example each .
a sentence ends before the end of a text or extends
over more than one text. Then, in the same column, Noun:-Any noun has three genders: Mascu-
indicate the kind of connection the word has to the line,Feminine and Neuter. So also the noun has three
sentence, using the codes given in table 4. numbers: Singular, Dual and Plural. Again there ex-
ists eight classification in each number: Nominative,
Then, in the same column, give the number of Accusative, Imperative, Dative, Ablative, Genitive,
the other word in the sentence to which this word is Locative and Vocative. Interestingly these express
connected as modifier or otherwise. The relation setnearly all the relations between words in a sentence .
given above is not exhaustive. All the 6 karakas are
defined as in relation to the verb. In Sanskrit language, every noun is deflected
following a general rule based on the ending alphabet
such assT&I{I—d. For example, X197 is in class
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sTRTT=a which ends witheT(a). Such classifications Kale, (Kale) Sanskrit has 35 pronouns which &&:,

are given in Table 5. Each of these have differentfa™r, ¥, vz, ¥a¢, FOH, I, _I=¥a<L,
inflections depending upon which gender they cor-¥a<, @q, o, =9, 77, @7, 99, 97,
respond to. ThusT&TaT—a has different masculine =rg¥, afeor, IUT, =T, @, A<C, g,
and neuter declensionsAT&T<I=1 has masculine uwdg, A%, =, U&, fg, THE, ¥ad and
and feminine declension&&1XT—d has masculine, fxm .

feminine and neuter declensions. We have then

encoded each of the declensions into ISCII code, SO e have classified each of these pronouns into 9

that it can be easily computable in the computer usingclasses: Personal, Demonstrative, Relative, Indefini-
the algorithm that we have developed for the linguistic tiye, Correlative, Reciprocal and Possessive. Each

analysis of any word .

Table 5: attributes of the declension for noun

of these pronouns have different inflectional forms
arising from different declensions of the masculine
and feminine form. We have codified the pronouns in
a form similar to that of nouns .

Class* Case” Gender®
FRTO=(L)  FTHRA(14)  FEi(L) gfa=(1) Adjectives:- Adjectives are dealt in the same
ballid u=e((32)) T 82; ;{_"';((2:2) i |%ﬁ3‘(?()3) manner as nouns. The repetition of the linguistic
ET(4)  TENT(L7)  weE@d)  Number® morphology is avoided .
IR (5) TR (18) AT (5) Q)
FAMT(6)  HRRT(19)  H=-I(6) ) Verbs:- A Verb in a sentence in Sanskrit expresses
?“'“’“‘87) “"“'“;2) i f“ '(87) EERNIC) an action that is enhanced by a set of auxiliaries”;
%(3) ;:%f(',:r((zz)) ® these auxiliarigs being the nominals that have been
HART=T(10)  TRTIT=T(23) discussed previously .
Jaa(1l) Garaa(24)
W((i-?z))) : @) The meaning of the verb is said to be betupara

(action, activity, cause), anghala (fruit, result, ef-
fect). Syntactically, its meaning is invariably linked

Let us illustrate this structure for the noun with with the meaning of the verb "to do”. In our analysis
an example . ForT&TIT—, masculine, nominative, of Verbs, we have found that they are classified into
singular declension: 11 classes{r, Table 7). While coding the endings,
each class is subdivided according ®” knowl-
edge, &<, =fd€ andd<; each of which is again
sub-classified as into 3 sub-classes JEHYIT,

_ ~ q¥EAYE andiyF9e, which we have denoted as pada.

Where 163 is the ISCII code of the declension gach verh sub-class again has l@aaras, which is
(Table 6). The four 1's in the curly brackets represent |, to express the tense of the action. Again, depend-
Class, Case, Gender and Number respectively (Tablgng ypon the form of the sentence, again a division of
5). form as&9aT=a, FHAT=T and9TgaT=H has been

done. This classification has been referred to as voice.
This structure has been explained in Table 7.

This is encoded in the
(163{1*,17,1¢,19}) .

following syntax:

Table 6: Noun example

) SingularGaa=) Let us express the structure via an example for
=T Masculine Endings| 1SCIl Code ETFE‘JTUT Q@W Present Tense, First person,
Nominative ; 163 Singular. This is encoded in the following syntax:

(219(194{1*,17,27,1¢,1*, 19, 1°})).
Where 219194 is the ISCII code of the endings (Table
Pronouns:-According to Paninian grammar and 8). The numbers in curly brackets represent class, "it”,
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state and input symbol and returns a state, often

Table 7: attributes of the declension for verb
commonly denoted d.

Class” it? pada’ Tense® 4. A start state, one of the states in Q, denoted q0.
agrieror(l) g2(l)  HATHAI=E(1) @<(1)
Farfamr(2)  wfHE(2)  TWEUR(2) Tq=(2) 5. A set offinal or accepting states F. The set Fis
farfom@)  #2@)  wEwRE) T2 a subset of Q.
ETfeITT(4) ATZ(4)
SEUERRIE) fafufas(5) Thus, we can define a DFA in this "five-tuple” nota-
FETETr(6) FHTE6) | tion: A = (Q, S, d, q0, F). With this short discussion
AT (7) fere(7)
FaTrET(E) T(8) of the DFA, we shall proceed to the DFA structure
gerfer(9) T=(9) for our Sanskrit Rule Base. Since we are represent-
@a'rﬁmr(m) Q%(lO) ing any word by ISCII codes that range from 161 to
FUSAT ITOT(11) _ ; 234, we have effectively 74 input states. In the nota-
VOZ'C&A(D wﬁrj_"g&l) N Umbe&) tion given below, we are representing the character set
WE‘(Z) WE’F‘T(Z) Iﬁaa?—r(Z) by {CO0, Ql, ..., C73}, whereC'i is f[he chargcter cor-
gTgaT=a(3) I9H g—gq'(:g) agaa—.{(g) respondlng to the ISCII codss1 + 1. ThUS, if we de-

fine a DFA =M (Q, S, d, q0, F') for our Sanskrit Rule
Database, each of the DFA entities are as follows:

pada, tense, voice, person and number respectively Q = {40, g0, g1 gens} x {0,1}. 0 repre-
) ) PR | 9 .

(Table 7). sents that the state is not a final state and 1 tells
that the state is a final state.
Table 8: Verb example e > ={C0,C1,...,C73}
Singular@&a=) e 0((¢z,a),Y) = d(qy,a)ord(qy,b) a,be{0,1}
PRESENT Endings| ISCII Code
First fa 219194 ® g0 =<qo,0>

o F' C{qco,qc1,---,qc73} x {1}

In this work, we have made our DFA in a matrix form
Separate database files for nominals and verbs havgyith each row representing the behavior of a particular

been maintained, which can be populated as more angate. In a given row, there are 74 columns and entries
more Sanskrit corpsuses are mined for data. The Sany, 5 particular column of the corresponding row store
skrit rule base is prepared using the "Sanskrit Databasene state we will finally move to on receiving the par-
Maker” developed during this work. ticular input corresponding to the column. In addition,

each row carries the information whether or not it is a

final state.

For example:D[32][5] = 36 conveys that in the DFA
We have used deterministic finite automata (DFA) matrix D[il[j], in 32nd state, if input isC’5, we will

(Hopcraft, 2002) to compute the Sanskrit rule base, move to state no. 36 .(To be noteds5 is the character
which we developed as described in section Il A. Be- corresponding to the ISCII code 166.).
fore we explain the DFA, let us define it. In the graph below, we are giving an example how
A deterministic finite automaton consists of: the DFA will look as a tree structure. The particular
graph is constructed for the verb declensions for the
class¥aTf<ITor. The pada iSTv&I9= and the tense
follows:- If the first ending of the input corresponds to
3. A transition function that takes as arguments aone of the state 163, 195 or 219, we will move ahead

3.2. Deterministic Finite Automata: Sanskrit Rule
Base

1. Afinite set of states, often denoted Q.
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in the DFA otherwise the input is not found in this — In the DFA matrix we will check the entry
tree. On getting a match, the search will continue in D[O][2]. If it is zero, no match is there for
the matched branch. . this entry and hence no match either for the
word. Else we will move to the state speci-
fied by the entry.
232 7 198 — In this case, we get the entry corresponding
@» to state "163”. That means it is either an in-
194 219194232199 termediate state or a final state. From the

graph, it is visible that the tree accepts 163
just after the start state. Also, it is not a final
state. Now we will have 195 (i.eC34) as
next input and34*” column of the row cor-
responding to state 232 will be checked and
the search continues till no match.

— Final match will be 163195.

e The final match will be checked for being eligible
for a final state which is true in this case. We can
verify it from the graph given.

e Remaining part of the word is sent to database
engine of program to verify and to get attributes.
The word corresponding to the stem, Devanagari
equivalent of 203212, that i) will be sent to

195 database.
194
@ e If both criteria are fulfilled (final state match and
stem match through database), we will get the
Figure 1: DFA tree obtained forTfermor qoeiqe root word and its category (verb in this case). The

attributes such as tense, form, voice, class, pada,
person, number are coded in the final state itself
according to the notations given in table 5 and 7.
All the possible attributes are stored and it is left
up to the final algorithm to come up with the most
appropriate solution.

present tense.

In general, the search in the DFA is done as follows
(We take the example of searching f@®: in the
DFA tree constructed above:-

e Firstly, an input word is given as the input to the L&t me just explain how we have obtained the de-
user interface in Devanagari format . terministic finite automata. Clearly, the states are

_ _ ' obtained via input symbols. Ambiguity remains in
* The word is changed to its equivalent ISCIl code {0, 1}. If the state is not a final state at all, it is declared
(203212195163 in this case). as intermediate state without any ambiguity to be con-

o The automaton reads the forms in the reverse c)r_sidered for non-deterministic. When the state is a fi-
nal state, for example considersa andrfasafa.

der to lemmatize them. In our DFA, we give one o ' ve encountdir in T=gfd, we get the root as

by one the last three digits of the ISCII code till

the matching is there T=g,. (Of course, we have to add tigeT=a and go
g ' through 9T ¥ getting ¥ as root verb.) But in

— Start state: 000 wiasgf, fais not a final state. It seems at this point
— input to DFA: 163, i.e character?2. that we could have obtained a non-deterministic finite
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automaton. We have resolved the problem by accept- e Verb rule database (contains entries for 10 classes
ing the following facts: of verbs)

1. Final state can be intermediate state too but not e Particle database (contains word entries)

the other way round. _ _
Now using these resources, the morphological ana-

2. Our algorithm doesn't stop just as it gets to a final lyzer, which parses the complete sentences of the text

state, it goes to the highest possible match, checkss designed.

it for being final state and, in case itisn't, it back-

tracks and stops at the optimal match which satis-4-1. Morphological Analysis

fies the two criteria as told in the algorithm (final In this step, the Sanskrit sentence is taken as input in

state match and stem match through database). Devanagari format and converted into ISCII format.
Each word is then analyzed using the DFA Tree that
is returned by the above block. Following along any
. path from start to final of this DFA tree returns us the
T, GHIar-, and3T9Ta1- karaka. This seems to be .

root word of the word that we wish to analyze, along

non —determl_nl_stlc. We have ay0|ded this problem by with its attributes. While evaluating the Sanskrit words

suitably defining the states. Final state represents all
o ] . . in the sentence, we have followed these steps for com-

possibilities merged in a single state. It is up to the utation:

algorithm to come up with the unigue solution. There P '

could be situation where longest match is not the right 1. First, a left-right parsing to separate out the words

assignment. To deal with this, all other possible solu- in the sentence is done.

tions are also stacked and are substituted (if needed) _ _ .
when we go for relation analysis. For example, letus 2 Second, each word is checked against the Sanskrit

There might be another ambiguity too, for example,
in THETETH, ATTH is a final state but it refers to

take the wordd=m=ITe. We assume tha&t=T. <ThT rules base represented by the DFA trees in the fol-
and&=ITT are valid root words. Our algorithm will lowing precedence order: Each word is checked
choosed=T as root word along with the attributes (3 first against the avavya database, nextin pronoun,

possibilities here). But the other solutions are also ~ then verb and lastly in the noun tree.

stacked in decreasing order of the match found. ItiShg reason for such a precedence ordering is primarily
discussed in the relation analysis, how we deal with §,,a o the fact thatwavya and pronouns are limited

this situation. in number compared to the verbs, and verbs are in-turn

4. ALGORITHM EOR SANSKRIT PARSER Iim_ite_d compar_ed to the infinite number of nouns that
exist in Sanskrit.

The parser takes as input a Sanskrit sentence and using ,

the Sanskrit Rule base from the DFA Analyzer, ana- 4-1-1. Sandhi Module

lyzes each word of the sentence and returns the base In the analysis, we have done, the main problem was
form of each word along with their attributes. This in- With words having external sandhi. Unless we are able
formation is analyzed to get relations among the wordsto decompose the word into its constituents, we are
in the sentence using If-Then rules and then output aunable to get the morph of the word. So, a rulebase
complete dependency parse. The parser incorporate§andhi analyzer is developed which works on the fol-
Panini framework of dependency structure. Due to lowing principles.

rich case endings of Sanskrit words, we are using mor-
phological analyzer. To demonstrate the Morpholog-
ical Analyzer that we have designed for subsequent
Sanskrit sentence parsing, the following resources are e Ifit finds the junction, it breaks the word into pos-

e Given an input word, it checks at each junction
for the possibility of sandhi.

built: sible parts and sends the first part in the DFA.
e Nominals rule database (contains entries for — If it finds a match, it sends the second part in
nouns and pronouns declensions) DFA.
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x If no match, it recursively calls the
sandhi module (For the possibility of
multiple sandhi in a single word).

x If match is found, terminates and returns
the words.

— If no match, it goes to the next junction.

e W:- (37 Or 31) + (5 or¥).

o JAT:- (3T Or=T) + (T or F).
o 3L~ (3T or3AT) + (3 or k).
o .- (37 Or A7) + (7% ory).

The algorithm follows the same guidelines.

The rules for decomposing the words are taken 4 sor gfir:- In this case, the junction is a ha-

from Panini grammar. The search proceeds entirely
backwards on the syllabic string. Emphasis is given
on minimum possible breaks of the string, avoiding
overgeneration.

Panini grammar has separate sections for vowel sandhi
as well as consonant sandhi. Also, there is specifica-
tion of visarga sandhi. Below, we are describing the
simplified rules for undoing sandhi.

Vowel Sandhi- We have consideredi= Hf,

gfg gfer, qor gfer, gor @fer and srafe &@fe in 5.

vowels. gT&€T, Ja€7 and¥&iawTa are not taken

into account yet.)

1. Erer gf- If the junction is theATaT correspond-
ing to AT, §, & or =, it is a candidate foETer
g, The algorithm for an example el 52
is explained.

e We assume that we don’t get any match at
the junction=1T after.

e The junction is a candidate fokTer gy,
So the following breaks are made:
1. T+ 3a9, 2. 9T+ T, 3. YT+3 7,
4. 911+ H<T. For each break, the left hand
word is first sent to DFA and only if it is a
valid word, right word will be sent. In this
case, first solution comes to be the correct
one.

2. gfg dfer- Inthis case, the junction i5, 3. The
corresponding break-ups are:

e U:- (37 Or 3T) + (T or 0).
e T:- (3T or T) + (37T or 3.

The algorithm remains the same as told in previ-
ous case.

3.7 gfa- In this case, the junction is
T, T, AT, AA. The corresponding break-
ups are:
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lanta followed byer , @, T, 7. The corresponding
break-ups are:

halanta +T:- ( or ) + =T.
halanta +:- (3 or &) + 2.
halanta +:- (7% or ) + 7.
halanta +7:- (3% or =) + .

The algorithm follows the same guidelines.

FgTfe |f9- In this case, the junction g,
AT, A9, A9 followed by any vowel. The
corresponding break-ups are:

e 1T + vowel:-T + vowel. (same vowel is
retained.)

o ATH + vowel:-T + vowel.
o 379 + vowel:- 3T + vowel.
o AT + vowel:- 3T + vowel.

The algorithm follows the same guidelines.

Consonant Sandhi- For dealing with consonant
sandhi, we have defined some groups taking clue from
panini grammar such &, I, &, T, T each of
which have 5 consonants which are similar in the sense
of place of pronunciation. Also, there is a specific sig-
nificance of first, second, third etc. letter of a specific
string. The following ruleset is made:

e Define string s1, with first five entries @ and

6th entry ast. Also, define s2, with first five en-
tries ofg and 6th entry a&. The rule says,

The junction isa 4+ halanta + ¢, and the breakup
will be b + halanta andc, wherea, ¢ € s1,b € S2
and the position of andb are same in the respec-
tive strings.

For example, in the wordisYg ¢, the junction is
¥ + halanta . The break-up will be +halanta
and¥. Hence we getTHH + Y.
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e Define string s1, with first five entries &f and

6th entry asr. Also, define s2, with first five en-
tries of and 6th entry asr. The rule says,

The junction isa + halanta + ¢, and the breakup
will be b + halanta andc, wherea, ¢ € S1,b € S2
and the position of andb are same in the respec-
tive strings.

For example, in the word<<+, the junction is
ST + halanta +3T. ST is the third character of
string s1. The break-up will beg +halanta and
ST. Hence we ge®ig + 57

We have defined strings &Y and3T=TY with
STETY containing first two characters of all the
five strings®@, I, Z, T, T as well asw,

¥, &. "91Y contains all other consonants and all
the vowels. The rule says, if we get a junction
with a + halanta + ¢, where a,e 9T, a will be
changed to correspondirgg=Ts while undoing
the sandhi. Similarly, other rules are made.

The vowels are categorized irg@= and&Ts cat-

egories.&¥9 containss¥, ¥, 3, k& andarer

containsfT, ¥, &, . If the junction isa +

+ halanta +T, wherea ¢ &4, the break-up will
be: a + T + halanta an@, where¢ denotes null,
i.e. otherT is removed. For examplaff=r=Tva

breaks up intaTf&T= ands17ua.

Visarga Sandhi- We have looked at visarga sandhi in
a single word. The rules made are as follows:

4.2.

The junction isT + halanta + & J. The break-up
will be : and a.

The junction isT + halanta + & . The break-up
will be : and a.

The junction isT + halanta + & . The break-up
will be : and a.

The junction isT + halanta + & consonant. The
break-up will be: and a.

The junction isT + halanta + a vowel. The
break-up will be: and a.

Relation Analysis

With the root words and the attributes for each word
in hand for the previous step, we shall now endeavor

to compute the relations among the words in the sen-
tence. Using these relation values we can determine
the structure of each of the sentences and thus derive
the semantic net, which is the ultimate representation
of the meaning of the sentence.

For computing the relations, we have employed a case-
based approach i.e., nominals were classified as sub-
ject, object, instrument, recipient (beneficiary), point
of separation (apaadaana) and location, to the verb
based on the value of the case attribute of the word,
as explained under noun example in Section 3.1.

The Sanskrit language has a dependency grammar.
Hence the karaka based approach is used to obtain a
dependency parse tree. There are reasons for going for
dependency parse:

1. Sanskrit is free phrase order language. Hence, we
need the same parse for a sentence irrespective of
phrase order.

2. Once the karaka relations are obtained, it is very
easy to get the actual thematic roles of the words
in the sentence.

The problem comes when we have many possible
karakas for a given word. We need to disambiguate
between them. We have developed some If-Then rules
for classifying the nouns, pronouns, verb, sub-verbs
and adjectives in the sentence. The rules are as fol-
lows: First we are looking at the sentences having at
least one main verb. Nominal sentences are to be dealt
in the similar manner but the description will be given
later.

1. If there is a single verb in the sentence, declare it

as the main verb.

. If there are more than one verb,

(a) The verbs having suffigr, «T, I
are declared subverbs of the nearest verb in

the sentence having no such affix.

(b) All other verbs are main verbs of the sen-
tence and relations for all other words are
given in regard to the first main verb.

. For the nouns and pronouns, one state may have
many possibilities of the cases. These ambigu-
ities are to be resolved. The hand written rules
for determining these ambiguities are as follows
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(Rules are written for nouns. Adjective precede
nouns (May not precede too due to free word or-

der nature.) and hence get the same case as nouns.

For pronouns, rules are same as that for nouns.):

(a) Nominative case: The assumption is that
there is only one main subject in an active
voice sentence. We proceed as follows:

¢ Allthe nouns having nhominal case as one
of the attributes are listed. (For exam-
ple,"eTH has both possibilities of being
nominative or accusative case.)

e All those connected by are grouped to-
gether and others are kept separate. We
now match each group along the follow-
ing lines:

— The number matches with that of the
verb(Singular/dual/plural).

— The root word matches with the per-
son of the verb(i.e root wordseg”
for 3rd person, IHT” for 2nd per-
son).

If ambiguity still remains, the one hav-

ing masculine/feminine as gender is pre-

ferred for being inRaT karaka and de-

clared as subject of the main verb.

In passive voice,

e Nominative case is related to main verb
as an object. After grouping and going
through the match, the noun is declared
as object of main verb.

(b) Accusative case: Assuming that the disam-
biguation for nominative case works well,
there is no disambiguation left for this case.
All those left with accusative case indeed be-
long to that. The noun is declared as object
to nearest sub-verb or main verb.

(c) Instrumental case: If the sentence is in pas-
sive voice, the noun is declared as subject of
the main verb.

For active voice, ambiguity remains if the
number is dual. The folowing rules are used:
e We seek if the indeclinable such 8%,

(d)

(e)

()

(@)

is declared as instrument. For example
g feang IRt ST, here
gRTH is the disambiguating feature.
o If 9T, FTUT: are following noun, the
noun is declared as instrumental.
Dative case: For dative case, disambiguity
is with respect to ablative case in terms of
dual and plural nnumbers The disambiguat-
ing feature used here is main verb. That is,
there are certain verbs which prefer dative
case and certain verbs prefer ablative. For
example:
e The verbs preferring dative case &,
7®, &4, 997, T¥ etc.
e The verbs preferring ablative case are
SATeAT, faas T, 991, a7 ete.
Initially, we have populated the list us-
ing STET=ATAT knowledge as well as some
grammar books but this has to be done sta-
tistically using corpus analysis.
Ablative case: The ambiguity here is for cer-
tain nouns with the genitive case in singular
person. The ambiguity resolution proceeds
along the following lines:

¢ If the noun having ambiguity has a verb
next to it, it will be taken as ablative
(Noun with genitive case marker is not
followed by a verb.)

o If suffixesT¥q, THT are used in the sen-
tence, the noun is declared as ablative.

o If T, @S are following the noun, it
is declared as genitive.

e Finally, we look for the disambiguating
verbs as done in previous case.

Genitive case: The ambiguity is there in dual
with respec to locative case. We have used
that by default, it will be genitive since we
have not encountered any noun with locative
case and dual in number.

Locative case: The ambiguities are already
resolved.

HTRH, @<+, @A follow the noun. In - Only problematic case will be the situation discussed
that case, noun is declared as instrument. in section 3.2 with the example &fAT=aTH. If the al-

o If the noun is preceded by time or dis- gorithm is able to generate a parse taking the longest
tance measure or is itself one of these, it possible match, we will not go into stacked possibili-
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ties, but if the subject disagrres with the verb (block- is, verb is determined from the subject. Mostly, the
ing), or some other mismatch is found, we will have to forms of 37H only are used and relations are defined
go for stacked possibilities. with respect to that. Although, the analysis done is
Thus, we have got the case markings. Relation fornot exhaustive, some ruleset is built to deal with them.
nominative and accusative case markings have alreadost of the times, relations in a nominal sentence
been defined. For other case markings, are indicated by pronouns, adjectives, genitive. For
_ . example, in the sentenc@: H-<{: dTcish:, there
° InstrL.JmentaI.: related as an instrument to main jg srrarg of the verb3tf&T in the sentence by the
verb in certain cases (taken froET=ATT). subjectaTes:. HencedTos: is related to the verb
as subject.9: is a pronoun referring t&T&: and
: is an adjective referring taTeTsh:. Similarly,
TSH T T8H L In this sentenceg<H is a pronoun
e Ablative: related as separation point. referring tolT&H and@+T is a genitive toJgH. Here

again, there will berTa T of the verbaTﬁ?r andiTEH

karaka has been defined as one which takes role
in getting the action done. Hence it is related to 5. RESULTS
the word following it.

e Dative: related as recipient to main verb in certain
cases, but also denotes the purpose.

5.1. Databases Developed

e Locative: related as location to the main verb.  The following Sanskrit Rule Databases have been de-

. ) ) L veloped during the project:-
Still, we have not given any relation to adjectives

and adverbs. For each adjective, we track the noun it e Nominals gr==%9) rule database contains entries
belongs to and give it the same attributes. It is defined for nouns and pronouns declensions along with
as adjective to the noun. The adverbs are related to the  their attributes.
verb it belongs as adverb. ) .

e Verb BTJ®Y) rule database contains entries for
Based on these relations, we can obtain a semantic net 10 classes of verb along with their tenses.
fpr the sentence with verb as the root node ant_j the o particle ¢7=777) database.
links between all the nodes are made corresponding to
relations with the verb and interrelations obtained.
Sanskrit has a large number of sentences which aréAlong with these databases, we have developed some
said to be nominal sentences, i.e. they don't take auser interfaces (GUI) to extract information from
verb. In Sanskrit, every simple sentence has a subjecthem. For example, if we want to get the forms of a
and a predicate. If the predicate is not a finite verb particular verb in a particular tense, we can just open
form, but a substantive agreeing with the subject, this GUI and give also obtained. the root word and
the sentence is a nominal sentence. In that case, théense information.
analysis that we have done above seems not to be used
as it is. But in Sanskrit, there is a notion calkwerT, 5.2. Parser Outputs
that is, if one of the verb or subject is present, other Currently, our parser is giving an efficient and accu-
is obtained to a certain degree of definiteness. Takerate parse of Sanskrit text. Samples of four of the
for example, the sentencdgq Fd-T AT | paragraphs which have correctly been parsed are given
If instead of saying the full \sentence, | sayeq below along with snapshot of one sentences per para-
Fere, faTf is determined as verb. Similarly, if I 9raph. . .
sayFeraT fer@TH, the subjecera™ is determined.  HT=SF L- T54T: =TT THUTY Tedhed HTd:
A7H is a kind of appositive expression to the inflec- EREE HYTH IUTH CCIEEE FQTWI—*F NEED
tional ending of the verl@TfT. We have used this THTIATT | ToFed ATdgaLl: e | Ho
concept for analyzing the nominal sentences. ThataTeT: | &9 WIET: | &0 ‘;ﬁ?{l‘{ CAEIGE
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qTedf=T | WIer: aTar Jredf=a | 99 dgq-=Tq
fasrg=yr sEaf | e F&TWH’H?PT
i oAfT Sraafer | gfafeaq wma: 99 |49
forsam: ag ofw waf=r 1 & g9 aar &@f g
ATAT=T | & o s Faf | farsm:
UT SHET THUH & L

IS no. Word Root Group Attribute Relation

1 [T = ‘Miective m8p mip 1 adjective 2

2 URETUIH ATEmee] Noun mép mip 2 subject 12

6] R e ip hdjective n8d n7s n2d n !3 adjective 4

i W i) MNoun n&d n7s n2d n ir4 location 12

3 T #15H L\wal,'a | 5 adverb 8

& e s ‘LAwa','a | & adverb B

g hﬁalﬁ i?F%IlT Noun |f25 !?chiect 8

8 st oy subvers oA I8 sub-verh 12

] e i"EI‘EETﬁ:[ hdjective mBp mEs m5s 9 adjective 10

10 e iﬁm Noun m2p 10 object 12

11 e T Avyaya 11 adverb 12

12 IW IEE i\ferb pﬂppﬂppﬂ;!wverb 12
Figure 2: Parser output fQFIT: T&FT0T: THU

gl T FIET geam Iurer A9Tiae
forsamr g sreaTaaf=T |

Aq=Be 2:-AF [ T&HA IIG4H Jad | IT-
e GHIT UHT MITAT Fad | Wsrl%lﬁqw
IT: GATGATd TaH IEATH Tl wiaTadmd fa-
T TETATH T 114 EEE:n H‘lﬂ:ﬁ?ﬁ'&iﬁ'l
JE I ATH 99AT ATed | gadATdT: JodTaT:
AT THET AT | AEH 9FAT SFIT ST |
TEIT: ATETATH VST | AT FHAT vafd | T
AT FIITH FIARIATH | JoI=Tq rﬁm?«lT:r
AT | WEEE, R ot =T
feeTfa ) qa: WWW@W
U &S| AA=aCH A Ja9T | 91 Ffefa
FHTACH 9T 99 | 9aATaT: FEE e
AT | TIITT AFH HTATH §V9H ga | Tad
79 Aogse: | MHaTae AEH MHgANaITR -

FI dEHATT H=H H-=<H A& JETATH |

AT=BE 3-AF [8 UHH Iqa4H add | IT-
g faemes etfeq | stfer Iasr 9T wergaT:
i | aga: TSaa: AT Fa= | A& Fqr:
afe fag=r| stgdfes aaeqaa: =ifw af=a |

AEH fdfeH HE&@ IAEHA Fd | AEH

S.no. Word Root Group Attribute Relation

1 ]@ﬂ"’-[ |C>4'«‘$|?,L |F'rcncuw1 hls II subject 11
2 A lﬂﬁﬁ?ﬁ Pvyaya ] 2 adverh 7

3 e }Fﬂﬁ: Ayaya | 3 adverh 7

4 WIT[ i‘EﬁW MNoun m&s 14 separation 5
5 ITET‘:I el Pronoun n2s m2s 5 object 7

6 ST, Hez Moun 25 G object 7

7 SIE] T sub-veth N T 7 sub-verb 11
8 HiE| B ik el Moun JnEs nis @ object

8 e e sub-verh J'rﬁrw 9 sub-verb 11
10 e, ]rnsnm iNoun J;rzs; 10 abject 11
11 EEl }‘T"[ |\.-'erb __!prBs pras pr3s |11 verb 11

Figure 3. Parser output fodgH qﬁﬁ?ﬂ{ qTd:

SHRATATH -‘I‘?Allr:-l |

gTﬁamﬁTavn‘&rﬁTmﬁ'ﬁTleﬁWW
FaErqi faeTi | qrasre Ivas A9 fag=o:
yHf=T | o HTRE A9 9T T g |
FETrad T ATT T AT | F: sFeqd: avT
gTafe | WTger gfaqurTt F<fd | 79T afT a=
AN A= | @ A9 AH Fad | J&Y
areeT: wrsfer | fafaur: ofeor: gay ot
HY ATqEIUT: " ﬁ'ﬁr@ﬂ?ﬂ'ﬁrmﬂ?
?ﬁﬂfﬁ‘lmmaﬁawduw aafd |

lS.nn, Word Root Group Attribute Relation

1 h“"l i@l’Fﬁ ]_F'ronoun ]gb‘s iI relation 2
2 iﬂwﬂvn hl'cﬁ?‘f‘ﬂ Moun JﬁSp 2pfip iz subject 7
6] !ﬂf‘-’a: kﬁ Pronoun nEp ndp m&p r!S recipent?
i iﬁﬁmﬁ[ﬁ k‘rfémua 1Noun nBpn2pnip iﬂob\ect?
5 {E«Wﬁ‘]ﬁ |ETF’JFFI Noun |m2p S abject 7
] iﬂ I[ﬂ Avyaya | & adverh 7
I Iﬁﬂ'{f‘ﬁ h ’[Verh |prlppr1pprl|:!?verb7

Figure 4: Parser output feIH HTFEOT: a3
TR T faaf=r

AT=Be 4- A9 T ATH VIAENH | HT
T I IFIAH Waid | d]Y ‘;I'I‘FJHTH‘
S EAIVIE FrarT aEvrET: FreT afi
afe | T2 g T | T U T
a—ci—?r"%’qﬂ—q'l TH FHINH AIIIH FE [ G
ST TATH SaATIC: aHT RTag 9T
faar S gmEfal A9 vyaET: ST
FANTH  SEETH &I SIS 9reqomT
agﬁm—vrsw—eraﬁzramfcrl THTT: I
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MEYEEr | T g9 99d:,  golder:

JcAT:, JG: °99: g4 rﬁ—cmtﬂ aq?m—cﬁ"?cn
I FAGEATT TEH THEIH T AeaH
IFEA: | g AT &®NgH ITgSI=T |
T AIAEHIANAT TS 39 CRTUTH
Sd(qﬁlqtl"ll‘-l\ gdedd . JTIUTH -?Id’zd.l"ll*-l\ SEZIELR
AEYTH: | THeTT T I | AT TG
FVY ATT=BT FIT AYG: - gad | AAUT
T ITHT &TGH T I | JH: TR AT I
Tt fagra | d&ka W fd 99 =ronr
WWW|WW
FIEATH ATITHH F9 ATAeGATH  TTH
Fad | ATHITH o T Eﬁqu TR

9T 9T | HEHTRHA T qEVT: FI'J:WJT Figure 6: Semantic net representation of the sen-
SATA: RO HNaITH 9 & 9T | tence FSAT: IEEUMT: THUTT ol  HTd:
FHINFAT AT UTeaaw: | oy yfy: grar gfq (FFHT g gurer qutte: forsar g

FLAT | TUT HIET FEH TrAGTT qUT QAT A=A |
AT SAT ST+ Ted: AT GEIare: qreAdid |

T, doA=I-, THIIEged: &ledoa: I 47

associated grammatical inforation is retrieved. One

Y fhad 9 FINH S AT U Haid |
AT FHUT FANTH TTUETH ATHTE g
T ST |

of the criterion to judge a morphological analyzer is
its speed. We have made a linguistic generalization
and declensions are given the form of DFA, thereby

increasing the speed of parser. Second part of the

S.no. Word Root Group Aftributs  Relation parser deals with making "Local Word Groups”. As

i i < Noun me ! location & noted by Patanjali, any practical and comprehensive
2 AT, e Noun mép 2 relation 5 hould b . . da’
| ——— -~ o — grammar should be written in ’utsarga apavaa a

4 . G [avyaya 4 acverb @ approach. In this approach rules are arranged in
- it Nou mds 5 recipient 7 several layers each forming an exception of the
: ;:“‘“ ;:f :"'“““E m:""“:" :“:“‘:7 previous layer. We have used the 'utsarga apavaada’

g ioun mop mip SUD|eC . .

8 = e hoicive  |mopmts | adiestve? approach such that conflicts are potentially taken care
9 i e verb prip prip pri verb g of by declaring exceptions. Finally, words are grouped

together yielding a complete parse. The significant
aspect of our approach is that we do not try to get the
full semantics immediately, rather it is extracted in
stages depending on when it is most appropriate to do
so. The results we have got are quite encouraging and
heve hope to analyze any Sanskrit text unambiguously.

Figure 5: Parser output faRY TR ATSATUTS
ST ATIIIST: fgHT: Ffvar: af= |

The parse results pave the way for representing t
sentence in the form of a Semantic Net. We here give
the semantic net for the parse output given in Figure
2.The Semantic Net is shown in Figure 6.

To this end, we have successfully demonstrated
the parsing of a Sanskrit Corpus employing tech-
niques designed and developed in section 2 and 3.
Our analysis of the Sanskrit sentences in the form
of morphological analysis and relation analysis is
Our parser has three parts. First part takes care of thdbased on sentences as shown in the four paragraphs
morphology. For each word in the input sentence, in previous section. The algorithm for analyzing

a dictionary or a lexicon is to be looked up, and compound words is tested separately. Hence future

6. CONCLUSIONS AND FUTURE WORK
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works in this direction include parsing of compound
sentences and incorporating Stochastic parsing. We
need to take into account tREHYT as well. We

are trying to come up with a good enough lexicon so
that we can work in the direction &A1 fa=2< in
Sanskrit sentences. Also, we are working on giving all
the rules of Panini the shape of multiple layers. In fact,
many of the rules are unimplementable because they
deal with intentions, desires etc. For that, we need to
build an ontology schema. The Sandhi analysis is not
complete and some exceptional rules are not coded.
Also, not all the derivational morphology is taken care
of. We have left out mange@. Reason behind
not incorporating th&eaa was that it is difficult to
come up with a general DFA tree for any of theq=r
because of the wide number of rules applicable. For
that, we need to encode the Panini grammar first.
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SANSKRI TTAGGER, A STOCHASTIC LEXICAL AND POS TAGGER FOR
SANSKRIT

Oliver Hellwig

ABSTRACT European languages, this result might not seem very
Sanskri t Tagger is a stochastic tagger for unpre- noteworthy. In fact, the limited abilities of this tagger
processed Sanskrit text. The tagger tokenises text withare caused by the difficulties which Sanskrit poses
a Markov model and performs part-of-speech taggingto any tagging process especially during tokenisation
with a Hidden Markov model. Parameters for these and which are not encountered — at least in that degree
processes are estimated from a manually annotated- in the processing of European languages.

corpus of currently about 1.500.000 words. The ar- o4 a low phonological level, the euphonic rules
ticle sketches the tagging process, reports the resultgyjied sanhi are certainly a serious obstacle to an
of tagging a few short passages of Sanskrit text andg,sy tokenisation of Sanskrit text. While these regu-
describes further improvements of the program. lar phonological transformations can be resolved with
The article describes design and function of 5ytomata (Huet, 2007) or by using a simple lookup
Sanskrit Tagger, a tokeniser and part-of-speech sirategy (see below, 2.2), they introduce a great deal
(POS) tagger, which analyses "natural”, i.e. Unanno- of ambiguity in any analysis of Sanskrit text. Consider
tated Sanskrit text by repeated application of stochasq, example a long string where three points $am
tic models. This tagger has been developped duringghj splitting can be identified. Each of thesanthis
the last few years as part of a larger project for digi- may be resolved in three different ways. Even in this
talisation of Sanskrit texts (cmp. (Hellwig, 2002)) and simple example3-3-3 = 27 new strings are generated

is still in the state of steady improvement. The arti- py the complete resolution at the three splitting points.
cle is organised as follows: Section 1 gives a short
overview about linguistic problems found in Sanskrit & ] )
texts which influenced the design of the tagger. Section®® checked for validity aftesanuhi resolution, leads

2 describes the actual implementation of the tagger. Indiréctly to a group of connected phenomena which
section 3, the performance of the tagger is evaluated orf"® iN My opinion the central challenge for any auto-
short passages of text from different thematic areas. InMalic processing of Sanskrit: The extremerpho-
addition, this section describes possible improvementg©dical and lexical richnessof Sanskrit. Even if a
in future versions. moderately sized dictionary as8anskri t Tagger

is used, there exist about five million distinct inflected

The high number of candidate strings which must

1. INTRODUCTION nominal and verbal forms which may be found in any
text. (English, a language with a large vocabulary, has
Concerning its analytical abilities, about one half of this number!) On one hand, oppo-

Sanskrit Tagger is located quite at the bot- site to languages as German and English, the rich mor-
tom of a hierarchy of taggers. The tagger neither phology clarifies the functions of words in a phrase
constructs a complete nor a partial syntactical analysisand therefore makes POS tagging (and parsing) easier.
of a Sanskrit text. Instead, it only identifies the most On the other hand, it is responsible for many analy-
probable lexical resolution for a given group of strings ses which are in fact just nonsensical (eagane=-
(tokenisation) and their most probable part-of-speecha - sane "to - in the gain”). These problems are ag-
(POS) tags. In comparison with taggers for some gravated by the peculiarities of Sanskrit lexicography.
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The first important lexical phenomenon is the It the end of a (complex) narrative substructure, San-
coverageof Sanskrit vocabulary. Compare the follow- skrit texts do not use any kind of reliable punctuation.
ing figures for English texts (taken from (Waring and dandas in metrical texts actually mark the end of a
Nation, 1997)) and for the Sanskrit corpus which | col- verse which often, but by far not regularly, coincides
lected during the last years: with the end of a syntactic structure as for example a
subordinate clause. Sdandas may be helpful in gen-

Vocabulary sizel  Text coverage ) .
Enalish | Sanskrit erating hypotheses about the syntactic structure of a
9 text, but can not be considered as punctuation marks
1000 72.0 60.8 : : . :
in a strict sense. This lack has a far reaching effect
2000 79.7 70.3 . ) . .
on any tagging or parsing process applied to a Sanskrit
3000 84.0 75.2 .
text, because it can not be guaranteed that all words
4000 86.8 78.2 . )
necessary for a complete analysis are really contained
5000 8.7 80.3 in the text delimited by these marks. Manual prepro
6000 89.9 |81.9 y prep

_ . _ cessing of the text (e.g. insertion of a clear punctua-
Although the English corpus is certainly better bal- tion) can counteract this phenomenon, but certainly is

anced than the Sanskrit corpus — meaning that textsontrary to the notion of natural, i.e. unpreprocessed
from more diverse sources are included, what shouldtext.

actually lead to a decrease of text coverage —, the val-
ues for text coverage are clearly higher for English
than for Sanskrit. Therefore, for tokenising even a

simple Sanskrit text, a tagger must take into accountI q iret hich v simul h
a considerably higher number of lexemes than in other ated areas. Firstly, texts which openly simulate speec

languages. This fact excludes to some extent "easy soacCts as for example dialogues often necessitate the ad-

lutions” as reduced vocabularies which proved useful dlrt:_on Ohf central parts ?]f T}pt_aechl as kSUbJEthor objects.
in tagging (technical) texts in other languages. This phenomenon, which is also known from texts

Besides, Sanskrit has a great numbeahonyms in other languages, is a still puzzling, but intensively

A query in the program dictionary which took into ac- stud|e_d tOp'C. n c_:c_)mputat_lonal Ilngglstlcs. Secondl_y,
. especially scientific texts in Sanskrit as commentaries
count only homonymous words with the same gram-

matical category resulted in the following figures: or sutras frequently use a kind of prose which |m|te}tes
an oral controversy between the proposers of differ-

Finally, to understand Sanskrit texts correctly, it is
often necessary to supplement a great deahgficit
knowledge This situation occurs in two closely re-

nr. of homonyms| frequency ing opinions. Although this kind of prose is prob-

2 1949 ably derived from real discussions, it uses a highly
3 112 formalised language (for a description see e.g. (Hart-
more than 3 17 mann, 1955)). "Sentences” in this language frequently

Among these homonyms, a lot of words with high fre- only offer few pieces of information which must be

quency can be found as for exampesara m. masc. inserted in an implicit "knowlegde frame” to be sup-
with the four basic meanings "mane”, "(lotus) fibre”, plied by the reader. Consider for example the dis-

"(a plant name, prob.) Mesua ferrea L.” and (infre- CuSsion ofapindyain the REA_éARfSM_RT'TTKA_(On
quent) "name of a mountain” (but seeRUR, 1, 72,7  PARASARADHARMASAMHITA, Acarakanda, 2, 15;

for a reference). (V. VamanaSarm a, 1893), 59). After the author has

A further, often neglected difficulty is the almost proposed the standard model of this kind of relation,
total lack of punctuation marks in Sanskrit texts which includes three generations into past and future

Apart fromdandas in narrative texts, which often mark  Starting from theyajamana, an opponent objects that
. brother, uncle etc. of thgajamanaare not included in
This is actually a quite strong constraint, as for examplewso ~ this model and therefore not related to fegamana
of categories "a masc.” and "a neutr.”, which have the same un py sapindya. In the following reply of the author, in-
changeable stem, differ only in few forms. Including theseyzo- f t.' : hichi I lied in the text i inted
homonymous words would increase the rate of homonyms up to_orma lon which Is really supplied in tne text Is printe
ten percent of the total vocabulary. in bold characters:
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maivam

This isnot like this! sarabhyam

uddeSyadevataikyena kriyaikyasya am = acc. sg. of declension tyggefem.
vivakstatvat dictionary lookup for §arebh, a fem.)
Brother, uncle etc. are included in this success= 1st candidate

model becauséhe identity of the ritual sarabhyam

is expressed by the identity of the gods yam = loc. sg. of declension typiead,;.
invoked. dictionary lookup for ¢arabh i adj.)

success= 2nd candidate
| am not arguing that these phrases are not well formed.
Nevertheless, their syntax and pragmatics can only
be analysed correctly, after the pragmatics of the sur- Figure 1: Example for the analysis of nominal forms
rounding text has been analysed and "understood” by

the computer. The same holds true for phenomena ] ) ]
such as anaphora resolution. Actually, this is a task'@Ple: During tagging, the last few letters of a given

which in my opinion is by far too difficult for any au- string are compared with these e_ndings. If_ an ending
tomatical analysis of Sanskrit currently available. matches the last letters of the string, the dictionary is
searched for the first part of the string in the respec-
2. IMPLEMENTATION OF THE TAGGER tive grammatical category. If a matching lexeme could
be found in the dictionary, a new candidate is added
To keep data and algorithms clearly separated, lan-o the set of possible solutions. Computationally, this
guage specific information is stored indatabase  approach speeds up the tagging process, because the
while the tagging routinesare implemented irfC++  |ookup of the last few letters of a given string in an
with heavy use oBTL classes. The following section efficiently organised small set of endings is much less
describes these two central components of the taggindime consuming than a query from a database of over
software. four millions inflected forms. Though the difference in
duration only amounts to a few milliseconds per oper-
2.1. The database ation, the performance loss sums up to several seconds
The first main component of the program, a relational for a phrase of moderate size. Figure 1 sketches an
database, which can be queried 8@._, stores dictio-  example for this approach.
nary, grammatical information, and a text corpus. The On the contrary, inflectederbal formsare stored in
original dictionary was based on the digitalised version the database. Currently, the database contains about
of Monier-Williams which was parsed with regular ex- 440.000 inflected verbal forms including forms de-
pressions to extract lexemes, meanings and grammatrived from prefixed verbs. The decision to store the
ical categories. These information types were storedfull verbal forms was not only motivated by the com-
in separate tables in the database. During the last fewparatively small number of forms, but also by the fre-
years, the dictionary has been extended especially imuent irregularities and exceptions in the verbal system
the areas of\yurvedaand religious philosophy. It cur- of Sanskrit. Of course, it is possible to construct au-
rently contains about 178.000 lexemes (172.000 noungomata which generate and accept correct verbal forms
and 6.000 verbs) with about 185.000 associated gram-at runtime. Nevertheless, it seems to me that such an
matical categories and about 325.000 meanings. approach requires more effort than the design of a sim-
An important issue in the processing of strongly in- ple algorithm which generates correct verbal forms of
flectional languages as Sanskrit is the correct recognithe most typical grammatical classes and leaves the
tion of inflected forms. Here, | chose a twofold strat- rest of the job (including correction of errors and in-
egy. Inflectednominal forms are not stored in the put of rare or special forms) to the user. As in the case
database, but are recognised on the fly during the tagof nominal forms, the last few letters of possible verbs
ging process. For this task, all possible endings for anyare checked before the database is queried.
nominal grammatical category are stored in a separate Apart from the lexical and grammatical information,
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v/g9am 3.sg., pr., P

18varg comp. . .
dictionary—— meanings etc.

atman comp.

E A

maya, instr. sg:.
Figure 2: Analysis and storage gacchatSvamatmanayaya

the database also stores a corpus of analysed Sanskirithi resolution and dictionary lookup. In the context
texts which is of central importance to the tagging pro- of Sanskrit, a phrase does not mean a complete, self-
cess. In short, every separable string of an input textcontained syntactic structure, which may e.g. be ex-
is stored as a separate item in this corpus. After tag-tracted from a text with regular punctuation (see 1).
ging this text, each of its strings is connected with an Instead, a phras® is a group of strings, i.e. words
ordered list of references to grammatically annotatedseparated by blanks, which is terminated by a (dou-
nouns from the dictionary and/or verbal forms. For ble) danda. Such a group may, but needs not nec-
example, the (fancy) stringacchatsvamtmanayaya essarily coincide with a complete syntactic structure.
is analysed and stored as sketched in figure 2. TheThe hypotheses resulting from this first analysis are
figure makes clear the first important area of appli- organised in an often complex tree- or rather forest-
cation of this corpus: Every string is resolved into like structure. The purpose of the second module is to
lexemes or tokens, which are connected to the dic-find the most probable lexical and morphological path
tionary. The dictionary points in turn to further in- through this structure given the statistical information
formation about these lexemes as meanings etc. Ofextracted from the corpus. This path will constitute the
course, these relations may be inverted. Therefore final analysis of the phrase.

the corpus may be used to retrieve Sanskrit words ef-
ficiently in large amounts of text. Examples are the
retrieval by lexeme ("Show all references in text X for

the word Y!”), by meaning ("Show all references of . oS
. ) ” trie 7 whose nodes are sorted in binary ordErstores
words which have the meaning X!") or even by se- .
sandhi rules of the formR = {ssrc, $1, 2, type}

mantic concepts. Besides, the corpus is used to es- . :
. p_ . P . wheresgrc is the result of thesandhi betweens; and
timate the statistical parameters for the tagging pro- :

cess (see below). — In the moment, the corpus con->2 andtype denotes the area of application of thi

tains about 1.560.000 strings which are resolved intodN! (word, phrase, both). In trie terminologysrc
. constitutes the path which leads to the leaves consist-

about 2.190.000 tokens. Each of these tokens is con- f the reduced rule®’ — ) Obvi

nected with a lexeme, and about 90 percent of them' 9 O' (N€ reduced rues: = {51, 52, type}. Obvi-

also have a POS annotation. Among others, the cor-OUSIy’ multiple leaves may be assigned to a single path,

pus includes the full analysed text of th@RAYAN A, aﬁafl?e rtéfarthlie{d, % bzt:go?gg';{ﬁéClbézoiﬁ}otf?[r:tﬁosr:n_est
the first books of the MHABHARATA, some works 9 patta. nmaz 9 g

of dharma (e.g. MANUSMRTI) and Puraamtradition,  °SEC and is precalculated at program start.
philosophical literature aBaivism and many works on If an extracts;;; of S; at position;j matches a path
AyurvedaandRasagastra (alchemy). ssrc from the trie, letters are removed fror§; be-
ginning at positiory. S; is split into two new string$;,

and ;2 at positionj and thesandhi replacements;
The tagging software is divided into two main mod- ands, are affixed respectively prefixed g and f;..
ules. In the first module, hypotheses about the anal-Thereby, the new string; + s1 = S;1 andss + [;2 =
ysis of a phrase are generated with the helzaf: S;o are created. Figure 3 shows an example for this

A string S; € P of length L is parsed from left to
right. At each positiory with 1 < j7 < L, a maximal
number ofn,,.. letters of the string are searched in a

2.2. The tagging algorithm
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LSigjl = SiTl

gacchafii fti
R ={1,i,i,both}

gacchat.ti(deletion of1)

|

gacchat+ i = gacchati= S1,i +ti =iti =S»
Figure 3:sandhi resolution for the stringacchatti

approactt. To keep thesandhi-rule base simple, the
program uses a recursive strategy $amndhi resolu-
tion. For example, a string;; = xxxdresulting from
the ruleR = {dbh,d,bh,both} can be transformed
further by application ofR = {d,t, —, phrase} into
the formxxxt After creation ofS;; andS;,, the sam
dhi routine is recursively called for these new strings
which are treated in the same way &s If the run-
ning index; reaches the end of a string & L), it

is checked ifS; is a valid Sanskrit form. The proce-

The first substep, i.e. thekenisation can be mod-
elled with a discrete, first-order Markov chain (see
e.g. (Rabiner, 1989) for a readable introduction). The
MM is based on the concept of conditional probabil-
ity, which is the probability of evenB given the oc-
currence of another evert P(B | A) = Pg&f). In
the given context, if(, ; denotes an ordered sequence
of lexemes with decreasing indicé$a > ¢ > b), the
probability that phras@ of length L is tokenised into
lexemesrty, xa, ... x IS given as

p(z) = plor|zp_1y) pTpp-11)
—
P(ANB) P(B|A) P(A)
= plzr | zp-11) pl@r-1 | Tr_21))
p(T[L_2,1)) etc.

(1)

Under the assumption, that the probability of each lex-
eme depends only on its direct predecessor (first-order
model), the formula is simplified to

dures for this check and the respective structures of

the database were shortly described in section 2.1. Ifp(x)

S; is avalid Sanskrit form, the grammatical and lexical
analysis ofS; are inserted into the analysis Bf

During sandhi resolution and dictionary lookup,
each §; € P may have been resolved into
m different subsets {Sﬂl, Sﬂg, C ,Sﬂnl }, ceey
{Sim1s- - - Simn,,  due to differensandhi resolution
(SR). Furthermore, each of the substrig)s;, has at
least one grammatical and lexical analysig;;,; at-
tached to it. Herej is the number of the current SR,
the position of the substring i6iR; and! the index of
the analysis for substring;;;,. Take for example the
stringS; = devadattakrakriya. (Parts of) two possible
solutions § R, and S R») are shown in figure 4 and 5.

As indicated by the lines connecting the partial solu-

pler | vr—1) - p(xr—1 | xr—2) - ... p(x1)
p(e) T op(zi | 2i-1) (2

For reasons of floating point accuracy, equation 2 is
transformed into

L

p(z) =logp(z1) + > _logp(w; | xi—1)
i=2

®3)

with log(a - b) = log a +log b. To find the most proba-
ble path, a modified form of the well knowfterbi al-
gorithmis used. This algorithm was actually designed
for HMMs, but can be applied to the given problem
due to its similar structure. Before applying this al-

tions A4;;1;, the second step of the tagging consists in gorithm to the data, it should be taken into consider-
finding the most probable path which runs through all ation, that any stringS; may have been resolved in

S; € P. This step is again divided into two substeps.

subsetsS;, and.S;, with different sizegS;;| # |Siy|.

In the first substep, the most probable lexical path is Therefore, the algorithm can not be applied naively to

searched with the help of a Markov model (MM). This
path is fixed as the tokenisation #. In the second

the hypotheses generated in the first step. Instead, for
each Phras® which containsN stringsSy, ..., Sy,

substep, the most probable syntactical analysis of thisa vector of lengthV is allocated which stores for ev-

path is searched with a HMM.

>The expressiom;7; in figure 3 is not a mistake. Becausk
is treated as a single phoneme, it is replaced with a singkr e
the internal representation.

ery stringS; the currently checked indeiof its sam

dhi resolutions. So, a vector beginning[i]2]1]. ..

means, that currently the first resolution®f, the sec-
ond resolution ofS; and the first resolution ofs are
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A1111: devadatt Aui121: krtakriya
[N.N.] [who has done his duty]
[noun, comp.] [adj., nom. sg. f.]

Ai1112: devadatta
[N.N.]

[noun, voc. sg. m.

[ A1115: devadattd
[god-given]
[adj., comp.]

Figure 4: A possible analysis of the stridgvadattakrakriya

A1o11: devadatta Ai201: krta A1231: kriya
[N.N.] [to do] [action]
[noun, comp.] [PPP, comp. [noun, nom. sg. f.
Ai212: devadattd A1222: krta
[god-given] [the Krta age]
[adj., comp.] [noun, comp.]
A1203: k_rta
[name of a man
[noun, comp.]

Figure 5: Another possible analysis of the stradweyadattaktakriya
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checked. Such a combination of the analyses of suc-ribution A of transitions between tags (= states), the
cessive strings will be callepath subse{PS). (Note observation symbol probability distributioB, which

that the diagrams which show possible resolutions ofrecords the probabilitieg(xz | 7') that a lexemer is
devadattakrakriya each constitute one path subset!) emitted given the tag’, and the initial state distribu-

If n; denotes the number &fRs for S;, there ex-  tion «, i.e. the probabilities with which a tag opens
ist TIY., n; different PSs. Now, among allPSs, the  a phrase (cmp. (Rabiner, 1989), 260/61). The values
PS with the best path regarding lexical probability is in A can be estimated from the corpus. The proba-
searched with a modified version of the Viterbi algo- bilities in B can be calculated usinBayes theorem
rithm. Obviously, somePS consist of shorter paths p(T) - p(x | T) = p(z) - p(T | =), wherep(z), p(T)
because the strings in these combinations were spliandp(7" | ) again can be estimated from the corpus.
at fewersandhi points. To treat allPS equally, they  As indicated above, the optimal path with regard to
are filled up with "dummy probabilities” which are POS probability is again searched with the Viterbi al-
calculated as the mean of the probabilities constitut- gorithm. This path is finally presented to the user as
ing the best pathr,,;,, € PS,. If l,,,, denotes the the most probable resolution of a phrase, which may
length of the longesPS, [, the length of the current be accepted and stored in the database or (manually)
PS,, and p(mpt.) the average transition probability replaced with a better solution.

between all elements constituting the optimal path in

PS,, the Va|UeZi~”;‘}fm 1. 10g B(mopt) is added to 3. PERFORMANCE AND IMPROVEMENTS

the probability ofrp; .

This section gives the results of tagging some short
The most probable path found with this algorithm passages of text. The results are in no way represen-
is considered as the tokenisation@f which is then  tative. They are only meant to demonstrate the perfor-
annotated morphologically with the help of an HMM. mance of the algorithm on different types of Sanskrit
The POS tagset used for this annotation contains tthxt. Three types of errors are distinguished. Adam
136 items shown in table 1. To understand the rela-grror (es) occurs if a string is split at wrong splitting
tion between this tagset and the actual morphologicalpoints. This error invalidates the results for the whole
analysis of a word, consider the striggcchati Af-  string. Alexical error (e1) indicates that a string was
ter the program has fixed the lexergem ("to go”)  split at correcsandhi points, but that a wrong lexeme
as its most probable lexical analysis, there exist threewas activated during tokenisation. FinallyP®S er-
possible morphological resolutions: "he/shelit goes” ror (eppg) occurs if a wrong POS tag was assigned to

(3rd, sg., pres., P.) and "in the going ..."” (loc. sg., a correct token. Furthermore, the valug, gives the

masc./neutr., part. pres., P.). The solution "he ...yatig of strings to lexemes, i.es; = nr;.r.oof:g(mgs A

goes” is mapped to the POS tag ["present tenses”,pigh value ofrg;, indicates that the passage uses few

3rd, sg.], while the nominal solutions are mapped {0 composite words. — The following five passages were
["present participles”, loc., sg., masc.] and ["present gnalysed:

participles”, loc., sg., neutr.], respectively. Note,ttha
a good deal of information is lost during this mapping 1. LINGAPURANA, 2, 20, 1-10: APuranic text
process. For example, no distinction is made between which treats Sivaite topic. Easy verses.

different present tenses. Instead, forms ljaecchati

andgacchatuare considered to be syntactically equiv- 2- VISNUSMRTI, 63, 35-50: An example of the sci-
alent and are therefore mapped to the same POS tag.  entific style. Many supplements are needed to get
This loss of information reflects the decision between  the full meaning of the passage.

the granularity of the tagset and the amount of text
from which the probabilities of the tags can be esti-
mated — the more text is available, the finer a granular-
ity can be chosen.

The HMM \ = {A, B, 7} used to simulate the syn- 4. GITAGOVINDA of , 1.2-5: Poetry with many un-
tactical structure ofP consists of the probability dis- usual words.

3. MULAMADHYAMAK ARIKA of Nagarjuna, 12, 1-
10: Easy Buddhist prose (from a linguistic point
of view!).
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Verbal forms
Finite verbal forms

present tenses (incl. imperative and optX9: person, number | 9
past tenses x9: person, number | 9
future tenses x9: person, number | 9
other tenses x9: person, number | 9
Infinite verbal forms
absolutive 1
infinitive 1
past participle, gerund x24: case, nr., gender 24
present participles x24: case, nr., gender 24
other patrticiples x24: case, nr., gender 24
Nominal forms
indeclinable 1
nouns in composite words 1
nouns, adjectives x24: case, nr., gender 24
\ | 136
Table 1: Tagset used for POS tagging of Sanskrit text
5. KAMASUTRA, 2, 1, 1-12: Scientific prose. words are already integrated in a semantic network

The results, which are displayed in table 2, support (Pased onth&enCyc ontology), which is contained
the assumptions about the problems which are encounin the program database. To estimate probabilities,
tered in tagging natural Sanskrit text (see section 1).9"0UpS of synonyms can be identified which desig-
The tagger performs best on texts which are written in Nat€ the same sememe with a high degree of proba-
an easy style and come from "well known” areas of bility. ) In this sense, the group "horse” is constituted
knowlegde (1, 3). On the contrary, a difficult vocabu- PY {aSva turaga turamga, turamgama vajin, haya,

lary (5) and demanding syntactical structures (4) intro- PUt not hari, which means "Vigu” in most cases.
duce a great deal sfandhi (4, 5) and POS (5) errors. If one of the words which is included in the group

The comparatively high number of POS errors in 3 is "horse” is met in an unknown context (either lexical or
above all caused by confusion between nom. and accP©OS/morphological), the respective probabilities can

sg. neutre and could certainly be reduced by training be estimated from the values given for other members
the tagger with only a few similar texts. of the group.

At the moment, three main areas forprovement Secondly, integration of rules can certainly im-
of this tagger can be discerned. Firstly, a reliabe ~ Prove analysis. Due to lack of punctuation (see 1),
timation of probability values for rare lexemes and these rules should not describe well-formed and com-
for infrequent POS combinations is the central step Plete phrases, but only check the coherence of few
in improving the tagger. Application of the classical members of a phrasg, i.e. a syntactic substructure
forward-backward-reestimation actually lead to degra- delimited bydandas (chunk parsing). Some prelim-
dation of the probability values (cmp. (Abney, 1996), inary tests with rules which reject paths during POS
3). Although many other methods such as smoothingtagging on the base of simple syntactic criteria turned
probabilities or the use of neural networks were pro- out to be successful.
posed, Sanskrit offers a (partial) solution of this prob-  Thirdly and finally, the strickeparation of tokeni-
lem which is totally based on its lexicography. San- sation and POS taggings a constant source of errors.
skrit not only possesses a high number of homony-Consider, for example, the simple sentertzahma
mous, but also of synonymous words. Many of these varam te dasyati ("Brahma will give you a boon.”).
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nr.| P S L rsp | es e €epos | COIT. phrases
1 |22 89 139 064 4 6 2 10

2 |17 48 88 055 2 4 6 5

3 |20 135 157 08 0 2 9 13

4 8 49 86 057 8 4 1 0

5 |24 123 167 074 8 5 15 10

Table 2: Error rates of the tagger in five short passages —eAiions:nr.: number of the passage; number of
phrasesS: number of stringsl.: number of lexemes

Although the POS sequence [dat. sg.] - [3. sg. fut]
is well established and would always be preferred to
the incongruent [nom. pl.] - [3. sg. fut.], during to-
kenisationte is interpreted as the nom. pl. masc. of
the pronourntad due to its enormous frequency. Be-
cause the content of the best lexical path can not be
changed during POS analysis, the correct analysis for
te (dat. sg. oftvad) will never be activated. Possible
workarounds for this problem are a more flexible POS
analysis, which takes into account e.g. the first five lex-
ical resolutions, or a combination of tokenisation and
POS tagging in one procedure.
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The paper describes a Sanskrit morphological analyzer that identifies and analyzes inflected noun-
forms and verb-forms in any given sandhi free text. The system which has been developed as java
servlet RDBMS can be tested at http://sanskrit.jnu.ac.in (Language Processing Tools > Sanskrit
Tinanta Analyzer/Subanta Analyzer) with Sanskrit data in Unicode text. Subsequently, the separate
systems of subanta and tinanta will be combined into a single system of sentence analysis with karaka
interpretation. Currently, the system checks and labels each word as three basic POS categories -
subanta, tinanta, and avyaya. Thereafter, each subanta is sent for subanta processing based on an
example database and a rule database. The verbs are examined based on a database of verb roots and
forms as well by reverse morphology based on Paninian techniques. Future enhancements include
plugging in the amarakosha (http://sanskrit.jnu.ac.in/amara) and other noun lexicons with the subanta
system. The tinanta will be enhanced by the krdanta analysis module being developed separately.

1. Introduction

The authors in the present paper are describing the subanta and tinanta analysis systems for
Sanskrit which are currently running at http://sanskrit.jnu.ac.in. Sanskrit is a heavily inflected
language, and depends on nominal and verbal inflections for communication of meaning. A fully
inflected unit is called pada. The subanta padas are the inflected nouns and the tinanta padas are
the inflected verbs. Hence identifying and analyzing these inflections are critical to any further
processing of Sanskrit.

The results from the subanta analyzer for the input text fragment

ST SATCHR AT #
<UCAT: STeTehT: SO SEM Teai=l | T STHh U9di< TE=n: = wai |

are displayed as follows —

3TYEI_SUBANTA_SUBANTA STTcHGR AT [ 3ATcHR AT (ﬁﬁ@ﬁ) + g, TUHT, Thadd] [*_PUNCT]
T [T (QFeeTET) + S, YT, dgae] aIerT: [aed (s + S, T, dgae]
SATHTOTH, [T (Qfeeta) + 1, Wet, aga=m] Sam [Sa+3m, fada, wae]
[T=sf<_VERB] [|_PUNCT] [T _AV] STUWHETH [ SHHET-+T6/ 91 T/ B, sga=]
[T9af=_VERB] U&= [T (JfeeTs) + ST, THT, Sga=] [S_AV] [Wal<_VERB]

[|_PUNCT]

Those colored blue are non subanta categories and those colored red are possible errors. The
default black colored ones are the subanta padas analyzed.



The word sreasfed from the above input text resulted in the following output from the tirianta
analyzer system —

Tesfer { (Sdarer ) T ([ @ 1 [ e [ EREw 1) ([de 1) B ([ o ][
TIA-g&y | [ Sgadd ] ) }

2. The Subanta Anlyzer

The system accepts Unicode (UTF-8) sandhi free Devanagari Sanskrit inputs (word, sentence or
text) and processes it according to the following sequence -

INPUT TEXT

l
PRE-PROCESSOR

l
VERB DATABASE-> LIGHT POS TAGGING €AVYAYA DATABASE

l
SUBANTA RECOGNIZER<VIBHAKTI DATABASE

l
SUBANTA RULES—> SUBANTA ANALYZER <SANDHI RULES

l
SUBANTA ANALYSIS

The PREPROCESSOR does the simplification and normalization of the Sanskrit text (for
example, deletes Roman characters, other invalid words, punctuations etc). The POS TAGGER
identifies four categories AVyaya, VERB, PUNCTuation and SUBANTA. The SUBANTA
RECOGNIZER does vibhakti identification and isolation by searching the vibhakti database. The
SUBANTA ANALYZER does analysis by checking the subanta rule base and sandhi rules.
Analysis includes splitting the NPs into its constituents - base [(pratipadika) (PDK)], case-
number markers (karaka-vacana-vibhakti).

3. Sanskrit sentence and basic POS categories
A Sanskrit sentence has NPs (including AVs), and VPs. Cordona' (1988) defines a sentence as -

(N-EYp...(V-E")p

After sup and tin combine with PDK, they are assigned syntactico-semantic relation by the
karaka stipulations to return complete sentences.

: George Cardona, 1988 Panini, His Work and its Traditions, vol ... i (Delhi: MLBD, 1988)



3.1 Sanskrit subanta (inflected nouns)

Sanskrit nouns are inflected with seven case markers in three numbers. Potentially, a noun can be
declined in all three genders. Sanskrit noun forms can be further complicated by being a derived
noun as primary (krdanta), secondary (taddhitanta), feminine forms (stripratyayanta) and
compounds (samdasa). They can also include upasargas and AVs etc. According to Panini, there
are 21 case suffixes called sup (seven vibhaktis combined with three numbers)z, which can attach
to the nominal bases (PDK) according to the syntactic category, gender and end-character of the
base. Panini has listed these as sets of three as:

su, au, jas

am, aut, sas

ta, bhyam, bhis

ne, bhyam, bhyas
nasi, bhyam, bhyas
nas, os, am

7, os, sup3

for singular, dual and plural4 respectively. These suffixes are added to the PDKs’ (any
meaningful form of a word, which is neither a root nor a suffix) to obtain inflected forms NPs.
PDKs are of two types: primitive and derived. The primitive bases are stored in ganapatha [(GP)
(collection of bases with similar forms)] while the latter are formed by adding the derivational
suffixes. NPs are of mainly six types —

3.1.1 avyaya subanta (indeclinable nouns)

Avyaya subanta, remain unchanged under all morphological conditions®. According to Panini
[2.2.82]7, affixes cap, tap, dap, (feminine suffixes) and sup are deleted by luk when they occur
after an AVs. Panini defines AVs as svaradinipatamavyayam [1.1.36], krnmejantah [1.1.38],
ktva tosun kasunah [1.139] and avyayibhavasca [1.1.40]8 etc.

3.1.2 basic subantas (primitive nouns)

Basic subantas are formed by primitive PDKs found in the Panini’s ganapatha. For our purpose,
all those nouns, the base or inflected form of which can be found in a lexicon can be considered
basic subantas. Sometimes, commonly occurring primary or secondary derived nouns, feminine
or compound forms can also be found in the lexicon. Therefore such subantas are also
considered basic and do not require any reverse derivational analysis unless specifically required.

? WS BRI RS AT RS R R e HI A ST

3 Eq-:

ME-UERICCEEE )

S Il UIAUfERT 1212 1% 41|, FAGaaaar 1212161
¢ gt fry Frehy wa @ A |

Ty T IF AT TEFIH |1 [T o]

7 SremameTeqy: [R.%.¢R]
8 wufefuTareay [2.2.38], Fer: [2.2.3¢], FAT-AGA-HG: [2.2.3R], v [2.2.%0]



Such inflected nouns are formed by inflecting the base or PDKSs (arthavadadhaturapratyayah
pratipadiakam) with sup. For example: ramah, Syamah, pustakalayah, vidyalayah etc.

3.1.3 samasanta subanta (compound nouns)

Simple words (padas), whether substantives, adjectives, verbs or indeclinables, when added with
other nouns, form samdsa (compound). Sanskrit samdasas are divided into four categories, some
of which are divided into sub-categories. The four main categories of compounds are as follows:

adverbial or avyayibhava,

determinative or tatpurusa,

attributive or bahuvrihi and

copulative or dvandva. dvandva and tatpurusa compounds may be further divided into
sub-categories

3.1.4 krdanta subanta (primary derived nouns)

The primary affixes called krt are added to verbs to derive substantives, adjectives or
indeclinables.

3.1.5 taddhitanta subanta (secondary derived nouns)

The secondary derivative affixes called taddhita derive secondary nouns from primary nouns.
For example - dasarathi, gauna etc.

3.1.6 stripratyayanta subanta (feminine derived nouns)

Sanskrit has eight feminine suffixes tap, cap dap, nis, nin, nip, un and ti etc. and the words
ending in these suffixes are called stripratyayanta For example - aja, gauri, misika, indrani,
gopi, astadhyayr, kurucart, yuvati, karabhorii etc.

4. Recognition of Sanskrit subanta

4.1 Recognition of punctuations

System recognizes punctuations and tags them with the label PUNCT. If the input has any
extraneous characters, then the input word will be cleaned from these elements (i.e.

‘normalized’) so that only Devanagari Sanskrit input text is sent to the analyzer. For example,
U/ & % @#T:, A" —=cAch:” = [T, qoTh:



4.2 Recognition of Avyayas

System takes the help of avyaya database for recognizing AVs. If an input word is found in the
AVs database, it is labeled AV, and excluded from the subanta analysis as AVs do not change
forms after subanta affixation. We have stored most AVs in the avyaya database.

4.3 Recognition of verbs

System takes the help of verb database for verb recognition. If an input is found in the verb
database, it is labeled VERB and thus excluded from subanta analysis. Since storing all Sanskrit
verb forms is not possible, we have stored verb forms of commonly used 450 verb roots.

4.4 Recognition of subanta

Thus, a process of exclusion identifies the nouns in a Sanskrit text. After the punctuations,
avyayas and verbs are identified, the remaining words in the text are labeled SUBANTA.

5. Analysis of subanta

System does analysis of inflected nouns with the help of two relational database - examples and
rules. Brief description of these databases follows-

5.1 Example database

All complicated forms (which are not analyzed according to any rule) including those of some
pronoun are stored the database. For example: TeH=3TEHI+Y TYUHT Thddd ;318 =31 S+

T ThaA A =we 3 gum  fEdr  fGaww;emai=sree+elt wemm  fEdn
TRE= T =3 +TH THT Gg oo, a8 =3EHG+STH Tl Sg o=, A =31EAg+317  fgdrar
Tha o, 0= 3T+ 370 BT Tshaad

5.2 Rule database

The subanta patterns are stored in this database. This database analyzes those nouns which
match a particular pattern from the rule base. For example, TH:, e, T, J&ihH etc. First, the
system recognizes vibhakti as the end character of nouns. For example, ‘:’ is found in nominative
singular (1-1) like -TH:, 9IMH:, lqa‘:, HIq: Uah: . The system isolates ‘:” and searches for analysis
in the sup rule base. In the case of nominative and accusative dual (1-2/2-2), PDK forms will be
I ending, for example - T, A, T, Q’EESF The system isolates ¥’ and searches for analysis

by matching in the rule database. The sample data is as follows —

T=T+g T Tahaa,; TR =+WIT Tl aqeil goaH e, Tei=+ e qaar wqgefl go=dt
o am=+w  qaar =gt T Beemwr=+wm o wqeft geer
feaae, v =+ Iqft Teudt sgae, R =+ Ry =R usewt agae;




5.3 verb data sample

AT, Ha:, WA, WA, ey, Herel, 9aTtH, 9aTa:, HaTs:, 9o, Waars, Ha=<], 7, WaaH, Had, w1, §ard,
AT, ST, STHATH, 3THA, 3TV, STHATH, STHA, THIH, 3THATd, STHATH, §aq, HAaT, 9o g, 99, 7o
LR EER LR ER R L CR b CR R CRL L CRRN CORE U CRU CR L I

5.4 avyaya data sample

37, 2T, T d, ST, SRV, AT, ST, 3TH, 3T, ST, w4, 37T, 34T, 37T, 37, 377, 372
T, STF9TH, 31, ST h e, ST aRIT:, 3T, 3T, 3Tw0T, 3T, 37T, 37

5.5 Architecture of the system

The following model describes the interaction between multi-tiered architecture of the subanta
analyzer:
U S E R
l T
Request response
2 T
Apache-tomcat
N
Java servlet
LT
JDBC
LT

Database
5.6 Front-end: online interface

The Graphical User Interface (GUI) is produced by JSP (Java Server Pages). The JSP interface
allows the user to give input in Devanagari utf-8 format using HTML text area component. The
user interface is displayed as follows:
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How does itwork Limitations of this work

iy

The "Sanskrit Subanta Recognizer and Analyzer” is a result of the research carried out by Subhash
Chandra (M.Phil. 2004-2006) under the supervision of Dr. Girish Nath Jha for the award of M.Phil.
degree. The coding for the application was done by Dr. Girish Nath Jha.

ga=d UTAE ¥4 Upia-Uoad fadmr & ol guan OEpd UE, e w1 oo ferd

(Devanagari unicode only) cut & paste test data from here

I T T AT & W T e 1

5.7 Back-end: database / txt files

There are two versions of the system; the server-based version connects to a MSSQL Server
2005 RDBMS through JDBC. The rule base, example base and other linguistic resources are
stored as Devanagari utf-8. The PC based portable version, for obvious reasons, cannot have
RDBMS support. Therefore, we have our rules and data stored in utf-8 text files as backend. A
design of the reverse subanta database is given below-

dhatuPath
supbanmpleBase g dtud
eceid detu
eanpe G
ardysis mening
0 o
SsupRuleBase avyaya
. ald
§ swd
sup creracter ayaya
Frdt mearing
dhatuRoop
drergelrbese formid
exeptionistid dretuid
tionList Ot fam
7 excepld terse
supd aspet
excegtion rumber




The supRuleBase table has relations with the exceptionList table. Any exception figuring in the
rule base must have a description in the exception list. The table supExampleBase depends on the
exceptionList and must provide analysis for each example figuring in the exceptionList and
marked in the supRuleBase. The dhaturiipa object depends on the dhatupatha object while the
AVs is a floating object as of now. These linguistic resources are checked for recognition of
nouns, and the rules and example bases are searched for analysis. System uses some text/data
files whose samples have been given in earlier sections.

5.2 Database connectivity

The database connectivity is done through Java Database connectivity (JDBC) driver. JDBC
Application Programming Interface (API) is the industry standard for database independent
connectivity for Java and a wide range of SQL databases. JDBC technology allows using the
Java programming language to develop ‘Write once, run anywhere’ capabilities for applications
that require access to large-scale data. JDBC works as bridge between Java program and
Database. SQL server 2005 and JDBC support input and output in Unicode, so this system
accepts Unicode Devanagari text as well as prints result in Unicode Devanagri too’.

6. Limitations of the system
6.1 Limitations of the recognition process

This system has the following recognition limitations:

= at present, we have approximately verb forms for only 450 commonly found verb roots in
the verb database. Though it is very unlikely that ordinary Sanskrit literature will
overshoot this list, yet the system is likely to start processing verb forms as nouns if not
found in this limited database.

= at this point, the system will wrongly mark prefixed or derived verb-forms as nouns as
they will not be found in the verb database. The gains from the tirianta analyzer will be
added here shortly to overcome this limitation.

= currently this work assumes sandhi free text. So, a noun or verb with sandhi is likely to
return wrong results. The gains from a separate research on sandhi processing will be
used to minimize such errors.

= currently, our AV database has only 519 AVs. It is not enough for AV recognition in
ordinary Sanskrit literature. In this case, the system is likely to start processing AVs as
nouns, if it is not found in AVs database.

= some forms ending in primary affixes look like nouns while they are AVs. For example:
UfdqH, T, 3Mery, fage etc. System will incorrectly recognize and process them as

subantas.
= many nouns (for example, str pratyayanta in locative singular) look like verbs. These
will be wrongly recognized as verbs for example: ¥afd, Tesfd, Tafd, =rfd etc. To solve

this problem, we will have a hybrid POS category called SUPTIN for those verb forms
which are subantas as well.

? http://java.sun.com/products/servlet/



6.2 Limitations of the analysis process

The system has the following analysis limitations:

same forms are available in the dual of nominative and accusative cases, for example,
Tl'lﬁ, dual of instrumental, dative and ablative cases, for example THTHTH, plural of dative

and ablative cases, for example Tl'ﬁ'W dual of genitive and locative cases, for example
WA, In neuter gender as well, the nominative and accusative singular forms may be
identical as in T&hH (1-1 and 2-1). In such cases, the system will give all possible
results as in

T = 3t [w./ T3 f&d.]
THTRITH =  wq [q./9./4. 8d.]
TH: = wg [<./4. 9ga.]
AT = g [v./9. f5a.]
ESER: = g/em [7./f8. Taha.]
EEE = sRsy [T./9. Thd.]

some krdanta forms (generally lyap, tumun, and ktva suffix ending) look like nouns (for
example - [ERE=] q’%r_cﬂ, e, H’%@T[, TT=qH, ﬁ@ﬂ{, Tqg, IEME] etc.). In such cases, the

system may give wrong results as:

foewr = fae + = wot uHmawA
qfdear = Ufder + § UUHT Thd=d
T = Tl + G T Thaad
ufdqH = ufeq + 3 fBdrar uwae
TH = =] + 3 T3 tawa=e

at this point, system does not have gender information for all PDKSs, nor does it attempt to
guess the gender. This limitation is going to be minimized by plugging in the amarakosa
shortly.

currently this system is giving multiple results in ambiguous cases, because the words as
analyzed a single tokens. This will be solved by adding the gains from the research on
karaka and gender of nouns which concluded recently.



7. The tinanta analyzer

Verbs constitute an important part of any language. A sentence indispensably requires a verb to
convey complete sense. Given the importance of verb and verb phrases in any linguistic data, it
is necessary to develop a proper strategy to analyze them. Creating lexical resource for verbs
along with other parts of speech is a necessary requirement. Sanskrit is a highly inflectional
language. It is relatively free word-order language. The semantic inter-relation among the
various components of a sentence is established through the inflectional suffixes.

Scholars have done efforts to analyze Sanskrit verb morphology, both in theory and in
computation. Some of the major works are listed below:

Gerard Huet has developed a lemmatizer that attempts to tag inflected Sanskrit verbs
along with other words. This lemmatizer knows about inflected forms of derived stems
which are not apparent in the display of the main stem inflection. It, however, does not
attempt to lemmatize verbal forms with preverbs but only invert root forms. The site also
provides a long list of the conjugated forms of verb-roots in the present, imperfect,
imperative, optative, perfect, aorist and future tenses as a PDF document.

Prajna project of ASR Melkote claims to do module generation and analysis of 400
important Sanskrit roots in three voices (Active, Passive and Impersonal), 10 lakara, 6
tense and 4 moods,

Aiba (2004) claims to have developed a Verb Analyzer for classical Sanskrit which can
parse Sanskrit verb in Present, Aorist, Perfect, Future, Passive and Causative forms. This
site actually works only for some verbs and accepts that the results are not reliable,
Desika project of TDIL, Govt. of India claims to be an NLU system for generation and
analysis for plain and accented written Sanskrit texts based on grammar rules of Panini's
Astadhyayr. It also claims to have a database based on Amarakosa and heuristics based on
Nyaya & Mimamsa Sastras and claims to analyze Vedic texts as well,

RCILTS project at SC&SS, JNU has reportedly stored all verb forms of Sanskrit in a
database,

Sabdabodha project of TDIL, govt. of India claims to be an interactive application to
analyze the semantic and syntactic structure of Sanskrit sentences,

The ASR Melcote website reports that a Sanskrit Authoring System is under development
at C-DAC Bangalore. The system is supposed to make making tools for morphological,
syntactic and semantic analyses with word split programs for sandhi and samdsa.
Cardona (2004) discussed Panini’s derivational system involving aspect of linguistics,
grammar and computer science.

Whitney (2002) listed all the quotable roots of the Sanskrit language together with the
tense and the conjugation system.

Mishra and Jha (2004) describe a module (Sanskrit Karaka Analyzer) for identification
and description of karaka according to Paninian karaka formulations.

Edgren (1885) discussed verb roots of Sanskrit language according to Sanskrit
grammarians.

Joshi (1962) presented linguistic analysis of verb and nouns of Sanskrit language

Jha and Mishra (2004) proposed a model for Sanskrit verb inflection identification that
would correctly describe verbs in a laukika Sanskrit text. They presented a module to
identify the verb by applying Panini rules in reverse with the help of a relational database.



This module can also be used to identify the types of sentences as active or passive voice with
complete reference of the verb.

Present work, which owes a lot to above listed efforts, has some specific features such as:

e The system takes into account the Parinian analysis and develops its methodology by
applying it into reverse direction.

e [t aims at developing a comprehensive strategy so that any tinanta can be analyzed with
the same technique.

e [t can be further expanded and modified to recognition and analysis of denominatives
e itis an online servlet-unicode database system with input-output in Unicode only

The front-end of the tinanta analyzer is as follows -
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The sanskrit verb analyzer was as part of M.Phil. R&D by Muktanand Agrawal under the supervision
of Dr. Girish Nath Jha to feed in various other applications. The data collection for regular forms was
done by MA students and was refined by M.Phil/Ph.D. students working under Dr. Girish Nath Jha.
Sudhir K Mishra played an important role in data collecting/correction for the regular forms. This
work now also accounts for derived verbs as a result of the R&D done by Muktanand Agrawal.

Enter Sanskrit verb forms for analysis (separated by space) (Devanagari unicode only)
cut & paste test data from here
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8. Sanskrit Verb-morphology

Verbs have been of central importance to Sanskrit grammarians. Yaska insisted so much on
them that he propounded that all the nominal words are derived from verb roots. Verbs convey
the sense of becoming'’. Sanskrit follows a well defined process in the formation of padas.
Both noun padas (subanta) as well as verb padas (tinanta) have to undergo certain inflectional
processes in which various nominal or verbal affixes are added to nominal or verbal base word
in order to obtain noun and verbal forms. The process is however more than mere addition as
there may occur certain morphophonemic changes in the base as well as in the affix in the
process resulting in a usable form. The verb forms are derived from verb-roots or dhatus.

' bhavapradhanamakhyatam (Yaska, Nirukta)



These dhatus are encoded with the core meaning of the verb. These can be primitive'' or
derived'?. Primitive verb-roots, which are around 2000 in number, have been listed in a
lexicon named dhatupatha. They are divided in 10 groups called ganas. All the verb-roots of a
group undergo somewhat similar inflectional process. Derived verb-roots may be derived from
primitive verb-roots or from nominal forms. Prefixes also play an important role as they can
change the meaning of a verb root. These roots then have to undergo various inflectional
suffixes that represent different paradigms. In this process, the base or root also gets changed.
The chart given on the next page gives an overview of Sanskrit verb roots.

Verb-roots
| ! I
Primitive Derived
(2000 listed) | | |
Derived from verbs Denominatives

Divided in

10 ganas —  Causal
——  Desiderative
—  Frequentative

8.1 Derived Verb-roots:

8.1.1 those derived from verb-roots:

¢ Causals (pijanta) - The causals are formed by adding affix nic to a primitive verb root.
They convey the sense of a person or thing causing another person or thing to perform the
action or to undergo the state denoted by the root.

¢ Desideratives (sannanta) - Desiderative of a primitive verb root is formed by adding
affix san to it. It conveys the sense that a person or thing wishes to perform the action or
is about to undergo the state indicated by the desiderative form. Any basic verb-root or its
causal base may have a desiderative form.

¢ Frequentatives (yananta) - Frequentative verbs import repetition or intensity of the
action or state expressed by the root from which it is derived. They can be of two types -
o Atmanepada Frequentative (yananta) — affix yan is added
o Parasmaipada Frequentative (yanluganta) — affix yan is added but deleted

" bhitvadayo dhatavah (Panini 1/3/1)
2 sanadyanta dhatavah (Panini 3/1/32)



An illustration is given below of formation of derived verb-roots from a primitive verb root bhii.

, === (+ (ic) ---- bhavay (to cause someone or something to be)
bhii (to be )----------- i --- (+ san) ---- bubhii( (to desire to be)
I ! - (+ yan) ---- bobhiiya (to be repeatedly)

! (yan deleted) t--- bobho/bobhav

These derived verb-roots, however, undergo similar operations, with some specifications, to
form verb forms.

8.1.2 those derived from nominal words

A large number of Sanskrit verb-forms can be derived from nominal words. These are known as
namadhdtus (denominatives). Taking a nominal word as head, various derivational suffixes are
added to these to form nominal verb-roots. The sense conveyed by the nominal verb root
depends upon the suffix added to it. Yet, denominatives commonly import that a person or thing
behaves or looks upon or wishes for or resembles a person or thing denoted by the noun. These
denominatives, however, can be innumerable as there 1s no end to nominal words in Sanskrit.

8.2 Process of formation of Sanskrit verb forms

A Sanskrit verb root may take various forms in different inflectional paradigms. Sanskrit has ten
lakaras, i.e. four moods (Indicative, Imperative, Optative, and Subjunctive) and six tenses
(Present, Imperfect, Perfect, Distant Future, Future and Aorist). The lakaras are named in C-V-C
format. The first consonant / signifies that the suffix has to be replaced by tin terminations
further. The vowels q, i, o, u, e, o, r distinguish one lakara from another. Last consonant, either ¢
or n, signifies different operations. These lakaras are added to the root, as primary suffixes, so
that it denotes a meaning in the particular tense or mood indicated by that particular lakara.

Verb inflectional terminations or conjugational suffixes are 18 in number. These are divided in
two groups — Parasmaipada and Atmanepada, each having 9 affixes — a combination of 3
persons x 3 numbers. Thus each of the 18 terminations expresses the voice, person and number.
A verb is conjugated in either pada, though some of the roots are conjugated in both. For each
different lakara, a root is affixed with these 9 terminations in a single pada. Again, there are
three voices- Active, Passive and Impersonal. Transitive verbs are used in the Active and Passive
voices while intransitive verbs are conjugated in the Active and Impersonal voices. The 18
inflection terminations are basically replacement of the lakara or primary suffix. According to
Panini, when a lakara is added to a root, it is replaced by 18 terminations. Thereafter, one of the
18 remains to create a verb form.

For each separate lakara, the 18 tin terminations are replaced by other forms, an illustration of
the replacement technique of Panini. Thus 7, tu, ta, t etc. are the various replacements of same
affix tip in the environment of different lakaras.

Then we have certain characteristics (vikarana) inserted between the root and the termination.
This characteristic can vary according to lakara or the class of the verb root. For four of the
lakaras, we have sap as a characteristic — only for four ganas.



Addition of one or more of 22 prefixes (upasargas) to verb roots can result in more variety of
forms. Derivative verb roots, both derived from verb roots as well as nominal words, also follow
the same process to form verb forms. There can be some specific rules and exceptions in some
cases. The following tree gives a rough estimate of all the possible verb-forms of Sanskrit."”.

VR [2000]
Causal ((ijanta)
Desiderative (sannanta)
Frequentative (ya(anta/ya(luganta)
+ One normal form

Denominatives
! 1
TAM [10 lakaras]
l
| |
Active Voice Passive/Impersonal Voice
! l
10x9(3x3) forms 10x9(3x3) forms
! l
22(+) prefixes 22(+) prefixes

The verb roots of different ganas adopt certain terminations when tin affixes are added to them.
Consequently, the verb roots of these classes form verbal bases ending in ‘a’. The tin affixation
also influences the verb root and it undergoes several morpho-phonemic changes, for example,
having guna operation on the end vowel. The verb root can adopt certain more operations
resulting in the final verb-form.

bhii + ti(p)
bhit + (§ )al(p ) +ti (infixation of characteristic)
bho + a -|-l ti (penultimate vowel gunated)
bhav a til (ayadi sandhi)

As shown in an example, when suffix tip is added to verb-root bhii, we obtain bhavati as the final
verb form. This bhavati can be analyzed in bhav + a + ti. Here bhav is the prepared verbal base
whereas a+ti is the combination of ‘characteristic + conjugational affix.” This can be cited as a
common analysis of most Sanskrit verb forms. The verbal base of a verb root remains same in all
its forms whereas the second combination is common for almost all the roots of a single gana.
The analysis applies to the first category of derived verb roots as well.

"> Mishra Sudhir K., Jha, Girish N., 2004, Identifying Verb Inflections in Sanskrit morphology, In proc. of
SIMPLE 04, IIT Kharagpur, pp. 79-81.



9. Analysis of Sanskrit verb forms
9.1 Strategy for regular verb forms

The simplest strategy for regular verb forms can be to store all the possible forms of all the verb
roots in any structured form. But given the enormity of Sanskrit verb-roots and the multiplicity
of inflectional paradigms, this approach is far from being practical. A better approach may be
arrived at by following the analytical method.

As illustrated above, Sanskrit verb forms are a blend of multiple morphemes which contain
relevant information. Analytically, we can say that the first element is the conjugational affix that
remains at the end of every verb form. These affixes have encoded information of pada (though
it is determined by the root), lakara, person and number. Thus terminations can serve as the most
important thing to let us know about the paradigm information of any verb form. They can be a
tool to identify a verb form in a given text. The terminations, as they are basically replacements
of 18 original tin affixes in different lakaras, differ among themselves according to the lakara.
However, in each lakara they are similar for all the verb roots of various groups, leaving some
exceptions. So, ti can be used to identify any verb form of present tense in parasmaipada. But
some terminations can vary among themselves for a group of gamas. Then again, the
terminations may be changed due to morphophonemic environment, ta affix of lut lakara
changing to ta with roots like yaj.

Further left we have the remaining morphemes of the various characteristics and increments
inserted between the verb root and terminations, in the process of their formation explained
above. So, bhvadigana verb forms, in conjugational lakaras, have ‘a’- a result of Sap
characteristic; svadi roots have no, nu or nv - all of them remaining morphemes of snu. Some
roots like that of adadi have no such characteristic sign infixed in them.

Then we have the modified stem of the verb root at the right end of the verb form. The
modification can be that of guna, vrddhi or any other. Generally a root adopts a common stem in
all the forms for both the padas in conjugational lakaras. So, bhav is the stem for all the
parasmai forms in the conjugational lakaras. But there are exceptions to it to the extent that four
or five types can be found among nine forms of a single lakara-pada.

Here, the first morpheme- the ti7i termination is common among all the verb forms of a particular
pada-lakara-person-number combination. Second constituent- the characteristic (existing in the
form of its remaining morpheme) and increments inserted in between may differ, yet being
almost the same in a particular group. The third constituent- the modified verb-root is particular
in the strict sense. In the analysis, the recognition of the tin termination will identify a word as a
verb form and find out its pada-lakara-person and number. The second morpheme can, in many
cases, be helpful to recognize the gana of a particular root because the characteristics in a lakara
are determined by the gana that the root belongs to.

Thus the core of the analytical approach is that each tirnanta verb form can be analyzed to form a
unique combination of verbal stem + tin termination; and we store both of these constituent parts
in separate tables. So, when it is to be analyzed, its constituent morphemes are recognized and
identified with the help of pre-stored structured data.

An example of this strategy is shown in the table given below. The first column demonstrates the
representative verb root of each class. When the verbal affix #ip is added to each of them, it
undergoes certain morphological operations and results in the usable tiranta verb form listed in



the second column. This is the forward Paninian process. The next column demonstrates the
reverse Paninian approach for analysis of verb forms. In the second column every form has #i
ending. When we remove this ending along with the conjugational affix, we obtain the storable
verbal base. Every verb form can be analyzed similarly in ending and remaining verbal base.

Verb-root Verb-form Verb-base
bhii bhavati bhav (-ati)
ad atti at(-ti)

hu Jjuhoti Jjuho(-ti)
div ‘ divyati ' divy(-ati)
su + 1 > sunoti i > sun(-oti)
tud tudati tud(-ati)
chid" chinatti chinat(-ti)
tan tanoti tan(-oti)
kri krinati kri(-nati)
cur corayati coray(-ati)

9.2 database tables for verb analysis

The database tables given below demonstrate the structure of storage of all possible verbal bases
of a verb root. As a sample data, five verb roots of different ganas have been taken -

Table of Verbal Bases
root| gana |[pada| set/ (lakara Verbal Bases
anit/ Regular | Causal | Desider. | Frequentative
vet Atmane [Parasma
i
bhii | bhvadi para | set |lat/lot/| bhav, bhavay | bubhuis | bobhiiy | bobhav
s vli ,bobho
mai lit babhitva |bhavayan/
m
lan abhav abhavay
ali bhii bhav
lun abhii abibhav
ad | adadi para| set |lat/lot ad,at aday Jjighats -
smai vli
lit jaghasa, adayii
jaghasa
Jjaksa,ada
lan ad,at aday
ali ad ad
lun aghas ad
hu |juhotyadlpara | anit |lat/lot/ |  juho, havay Juhiis johity | joho

" yudh shows an exceptional behaviour, so chid has been taken.



i |smai vii Juhu,juhv

lit juhavan/m,
Jjuhava,
Jjuhuv
lan ajuho,ajuh
u
ali hit
lun ahau
div | divadi |para | set |\lat/lot/| divy devay didevis | dedivya -
smai vli

lit didev,didiv

lan adivy
ali div
lun adev

The second table illustrates the structure of the storage of verbal terminations of five ganas in
both padas for lat lakara. More than one termination in a single box has been separated.

Table of Verbal Affixes
lakara | pada/gana I per. II per. III per.
Sing | Dual | Plu. | Sing. | Dual | Plu. | Sing | Dual | Plu.
lat = ti/ tah/ | nti/ | si/si/ | thah/ |tha/ |mi/ | vah/ | amah
2, ati/ | atah/ | anti | asi/ | athah/ | atha/ | ami/ | avah |/
5 oti/ | utah |/van | asi/o | uthah |utha |omi |/uva | mah/
[=% . . . .
iti i $i/0Si h umah
te/ite | ete ante | se/ ethe/ | adhve | e/ avah | amah
fite | aate/ |/ ise/ | athe/ |/ iye/ | e/tva | e/ima
% ute/ | iyate/ | ate/ | use iyathe/ | idhve | uve he/u | he/u
g ite uvate | iyat | ase uvathe |/ vahe | mahe
i e/uv udhve
ate
lan " t/at tam/ | n/an | h/ah | tam/ | ta/ m/a | ava | ama
g ; atam atam ata m
2.
° ata etam/ | anta | atha | etham |adhv |e avah | amah
= h am i i
£
[Ia]
lun g it istam | isuh | th istam | ista isam | isva | isma
5 3
)
2,




ista | isata |isat |istha |isatha |idhva | isi isvah | isma
m a h m m/idh i hi
vam

atmane

For identification and analysis, the suffixes should be given a descending character sequence. So
ti of isyati in bhavisyati cannot create any ambiguity.

10. Problems and possible solutions

e Verb forms which have no mark of termination left in the end are difficult to identify
with the proposed module. So bhava, babhiiva and other alike forms are to be stored
separately.

e Some forms which are not tirianta but are similar to them like bhavati, bhavatah which
are singular and dual of bhit in present parasmai third person, and also locative singular
and ablative/relative singular of nominal root bhavat. The resolution of ambiguity here
will demand involvement of semantic and syntactic analysis.

¢ Denominatives are formed by deriving verbal base from nominal base with the help of
affixes such as kyac, kamyac, kyas, yak, kyan etc. and then adding various verbal
terminations to these verbal bases. Thus they undergo same operations and processes as
regular and derived verb forms. Still there analysis is difficult due to two reasons. Firstly,
nominal bases can be innumerable and thus the above stated strategy of storing the bases
of all the nominative verbal bases is impossible in this case. One has to follow the rule
based analytical approach. The verbal terminations can be determined with the help of
affix tables as denominatives are affixed with same verbal affixes. The remaining base,
however, has to be analyzed in order to infer the nominal base of that denominative. As
there are some common rules to derive the verbal stem from nominal base, we can
develop an analysis rule based module to identify the nominal root and can find its
meaning with the help of a lexicon.

e Addition of prefixes to the verbal bases may cause morphological as well as semantic
change to a verbal form. To identify one or more prefix in a verbal form, all the prefixes
have to be stored in a database table along with their meaning. The system will have to
check the input verbal form from left to identify single or combined prefixes. A prefix
can happen to completely modify the meaning of a verb. So, creating a separate table that
stores the altered meanings of various roots, when affixed with certain prefix, may be
helpful in this case.



11. Conclusion

The proposed strategy to analyze Sanskrit verb forms in given text is different from existing
works in many ways. It works with a reverse Paninian approach to analyze tinanta verb forms
into there verbal base and verbal affixes. The methodology accepted to create database tables to
store various morphological components of Sanskrit verb forms is clearly in line with the well
defined and structured process of Sanskrit morphology described by Panini in his Astadhyayi. 1t
comprehensively includes the analysis of derived verb roots also. Even in the case of verb roots
derived from nominal words, the table of affixes can provide assistance in order to separate the
denominative verbal base from the verbal terminations.
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PHONOLOGICAL OVERGENERATION IN PANINIAN SYSTEM
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ABSTRACT

In this paper an attempt is made to study the prob-
lem of overgeneration that is caused by the application
of the system of Panini The system of Panini is made
up of certain rules stated by him and his commenta-
tors namely, Katyayana and Pataiijali. These rules are
supposed to produce the forms that are used in the lan-
guage, i.e. Sanskrit. However, sometimes the technical
application of these rules produces such forms which
are not actually used in the language. In fact, some-
times it is beyond human capacities to use such forms.
In the present paper two such cases dealing with the
phonological overgeneration are studied and possible
solutions are proposed to avoid the problem.

1. INTRODUCTION:

It has been demonstrated by Kiparsky and Staal(1988)
how Paninian system functions on four levels, namely,
semantic, deep structure, surface and phonological.
This system however sometimes over-generates in per-
haps, some of these levels. Of course Panini (P) has
no doubt laid down certain constraints with the help
of which the system produces supposedly un-over-
generated forms. Prince and Smolensky (2002), have
devoted a section on Panini’s theorem of constraint
ranking (5.3) Of course our judgement regarding the
over-generativeness of a rule in the Astadhyayi(A), it
must be admitted here, is based entirely upon whatever
evidance in the form of pre-paninian literature avail-
able to us.

M.M.Vasudevashastri
Abhyankarashastri Pathashala,
Pune.

2. PHONOLOGICAL OVER-GENERATION

This paper is devoted to phonological over-generation
that still happens with all the possible constraints ap-
plying. There are two aspects that are studied in this
paper,

(1) Nasalization and (2) Phonetic doubling

2.1. Nasalization:

8.4.45 states that yar! occurring at the end of a pada, is
optionally, (preferably, according to Kiparsky1980:1)
substituted by the nasal, if a nasal follows.

)]

etad murarih

= etan murarih | etad murarih ... 8.4.45

Katyayana(K) has added a Varttika(V) on this
rule, to the effect that this nasalization takes place
permanently if the following nasal is a part of a suffix
(@)

tad + maya
= tan-maya
= tanmaya

8.4.45+K’s V.

2.1.1. Enviornment for nasalization:

However, if we look at the way P has stated this
rule, we have to take into account following table
which shows clearly all possible environments in
which this rule should apply and the possible results
in the form of substitution of a nasal consonant. The
top row and the left column, in the table, show the
possible environment. The bottom row shows the
resultant nasal consonant in place of the consonant
written in the same column in top row. Thus for

!These phonemes are- all the stops including the nasals, semi
vowels(y, r,1,v) and sibilants except h.
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instance,

+[n.]/[m..]/

] 8445 +K’sV
y#] +[n.]/[m.]/

[y
=

Table 1 shows that any consonant mentioned in the
top row occuring at the end of a pada and followed by
any of the nasal consonants mentioned in the left hand
column, is substituted by the nasal consonant shown
in the bottom row. # mark is used to show the nasal
feature in the bottom row. * shows that these substitu-
tions are not attested in Sanskrit. The order of sounds
followed by P in his pratyahara sitras is maintained
here.

There are certain sounds in this table which are di-
rectly not applicable for this operation as they never
occur at the end of a pada in Sanskrit. Such sounds
are- yl,, i, 7, jh, bh, gh, dh,dh, kh, ph, ch. Some
grammatical entries do end in some of these sounds
and hence it can be argued that by applying operations
related to O suffix, one can generate padas with these
sounds at the end. However, this argument does not
hold valid as in the case of these consonants, the other
rules namely, 8.2.30, 8.2.39 etc. will substitute them
with the other consonants.

Thus consider the following example-

3)
gumph Dhatupatha 6.31
gumph + kvip 3.2.178
gu ph +kvip ... 6424
gu ph +0 ... 6.1.67
= guph
guph + su . 4112
guph +0 ... 6.1.68
gub ... 8239
gublgup ... 8456
=gub / gup

In the same way, other consonants will be substi-
tuted.

2.1.2. Overgenerated nasalization:

Now the rule, applied to all the remaining conso-
nants should also apply to the following example-

“
catur mukha — ...... 8.4.45
catu n mukha
= catu nmukha

However, this resultant form is not acceptable in

Sanskrit. This is clearly an over- eneration.

8.4.58 states the substitution of a nasal in place of
an anusvara when followed by almost same conso-
nants(called as yay by P) mentioned in the top row of

Table 1 above except the last three. The rule can be
shown as-

[...anusvara)
=[... nasal]

+ [yay...]
+ [yay...]

Thus by applying this rule we get forms like kantha,
aikita, gumphita etc. Consider however, the following

example-
(&)
kundam rathena
kundam rathena ... 8.3.23
kundan rathena ...  8.4.58

The resultant form here is not acceptable in Sanskrit.
This is again over-generation.

One may argue about redundancy being the feature
of use of the pratyaharas in the metalangauge of How-
ever, the tradition has taken pains in creating a con-
straint to check such forms in the form of statements
in this regard. Pa in the context of the above example
says-

rephosmanam savarnd na santi >. (the sounds r and
the sibilants do not have any homogenious(nasal))

There are at least some constraints in the form of
statements of the later commentators to check the over-
generation as shown above. However, in the case of
phonetic doubling mentioned below, we see hardly any
constraint to check the overgeneration.

2.2. Phonetic doubling:

P in his A has dealt with the process of reduplication
at three places; (i) 6.1.1-123, (ii) 8.1.1-15, (iii) 8.4.46-
52. (i) deals with the reduplication of verbal roots in
the forms of present as well as perfect tense and also in
forming complex verbal roots such as desiderative and
frequentative. In a nutshell, this reduplication applies
to the aiga in Paninian terminology. (ii) deals with the
reduplication of the entire pada. The last section in the
A mentioned above, deals with the reduplication of the
consonants. The paninian tradition has augmented the
existing set of rules laid down by P in this section, in
the form of Varttikas (maily written by K) in this re-
gard and the later tradition has interpreted certain state-
ments of Patafijali(Pa) in such a manner that the resul-
tant forms can only be termed as over-generated ones.
The later paninian tradition has done this exercise at
many places and has come up with such overgenerated

*VyakaraéaMahabhasya of Patafijali, 2001, Vol.1, p 130.
3More recently, Kiparsky in a forthcoming article available on
his webpage, has discussed it.
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Table 1: Consonants and their substitutes according to 8.4.45

y v r 1 il m [ n n jh bh gh dh dh ] b g d d kh ph ch th th c t t k p N s
[
i
n
n
m
y v n 1 i m n n n il m n n n il m n n n n m i n n )il n n n m i n
NERERE E
. . . 2.2.2. K and Pa on the environment for phonetic
Table 2: Enviornment for Phonetic doubling ) Jor p
doubling:
1 2 3 C t 4 Rule of Panini : . .
Reduplicated e of e While commenting upon 8.4.47, K notes- dvirva-
vowel | v/h | yar — 8.4.46 cane yano mayah . On this Pa has a two fold comment.
— vowel | yar No vowel | 8.4.47 . :
vowel | Yan may — K & Pat on He says-
8.4.47
vowel | may yan — As above dvirvacane yano maya iti vaktavyam.
— Sar | khay — As above Kim udaharanam yadi yana iti
— khay S ar — As above y :

forms. Tne such extreme cases are presented in this
paper and an attempt is made to study the approach of
the Paninian system to handle this phenomenon.

(6) putradint tvam asi pape
(Oh! son-eater woman, shame on you!)
puttradini sarpint
(she-snake is son-eater. )

In this case, t is seen reduplicated alongwith the
change in the meaning. This case is noted by 8.4.48.

2.2.1. Enviornment for Phonetic doubling:

In the same section, some other phonemes are also
noted for their reduplicated occurrence. K and pat
have also noted down this tendency in some other
phonemes. These phonemes are- same mentioned in
fn 2. In table 2 they are referred to as yar, as used by P.
In the table 2, these rules are explained with all details,
namely environments- prior and posterior

Here 1, 2, 4 refer to the environment for phonetic
doubling. The order indicates the positions of these
environments and the position of the phoneme redu-
plicated. The examples for these two rows are-

(7) haryyanubhavah
(h a-r-y anubhavah > phonetic doubling of y)

(8) (a)ramatt
(ram a-t-(no vowel) > phonetic doubling of t)

(b) sudhdhyupasyah
(s-u-dh-y upasyah > phonetic doubling of y).

paricami maya iti sastht

ulkka valmmikam ity udaharanam. Atha maya
iti pancami yana iti sasthi

dadhyyatra madhvvatrety udaharanam

This means- In the rules dealing with the process of
phonetic doubling, the words yano mayah should be
stated. What is the example ? If yanah (yan is y, v,
[) is taken to be ablative and mayah (may is all stops
except nasal palatal) is taken to be genitive, then the
examples are —

(9) ulkka / valmmikam

and if mayah is taken to be ablative and yanah is
taken to be genitive, then the examples are-

(10)dadhyyatra / madhvvatra.

Same argument is applied to another statement of
K, namely § arah khayah* which provides us with the
following examples-

(11) sththali / sththata

(12) vatssah / ksstram / apssarah

This way of interpreting the statements of K on the
rules of P becomes a peculiar feature of the system of
paninian grammar. Later tradition of paninian gram-
mar thus by interpreting statements of K and Pa and

*This statement means that khay is reduplicated if it occurs af-

ter sar and sar is reduplicated if it occurs after khay. sar stands for
all the sibilants except h and khay stands for all the voiceless stops.
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P have noted down forms which we here address as
overgenerated forms.

We note that this feature is also noted by non-
paninian systems such as Katantra. A commentary
on PrakriyaKaumudi namely Prakas a notes that ac-
cording to Katantra school the phonetic doubling in a
particular case will give rise to only 32 forms and not

l'IIOI'E‘,5 .

2.2.3. Twice Occurences of same consonant in San-
skrit

It is noteworthy to study the structure of the con-
sonant cluster in Sanskrit. A list of such clusters is
available in Coulson Michael, 2003, p 22-24. We con-
centrate on a cluster of two consonant of same phonetic
value. In other words, we concentrate on the twice oc-
currence of the same consonant. In the table 3, a list of
such consonant clusters is provided. Table 3 shows us
the consonants which can have twice occurrence with-
out applying the rules of phonetic doubling.

Table 3: Twice occurences of same consonant

k (i)Final + initial of the next word
(ii)Prefinal
Final + initial of the next word
Final + initial of the next word
Final + initial of the next word
Final + initial of the next word
Final + initial of the next word
Final + initial of the next word
Final + initial of the next word
Final + initial of the next word
(i) Final + initial of the next word
(i1)Pre-final
n | Final + initial of the next word
m | Final + initial of the next word

s | Final + initial of the next word
S Final + initial of the next word

s Final + initial of the next word

SIS &‘N\A.QOQ

=]

N

A careful glance at table 3 will point out that all
these consonants fall in the domain of the application
of the phonetic doubling rules mentioned above in Ta-
ble 2. Therefore, if the rule for phonetic doubling is
applied to these already existing two consonants, we
get three same consonants occurring one after another.
Such a form is noted to exist optionally by P in the case
of consonants except nasals by the 8.4.65.

5PrakriydKaumudz‘, 2000, Vol.I, p 158.

2.2.4. Generation of Phonetic doubling in later tra-
dition:
A 17" century grammar text, Vaiyakarana-

SiddhantaKaumudr (VSK) records following cases of
phonetic doubling-

(13) ramatt ramadd./ VSK 206, dvitve ripacatustayam. (in
the forms ramat and ramadd, after applying the rules of phonetic

doubling we get 4 forms).

(14) aidhidhvam | VSK 2258, dhadhayor vasya masya ca
dvitvavikalpatsodasaripani. (by reduplicating v and m when

immediately before dha and dha we get 16 forms.)

(15)samskarta | VSK 138, anusvaravatam anusvarasyapi
dvitve dvadasa. (after reduplicating the anusvara in the forms

already containing it, we get 12 forms).
(16) gavak / VSK 443

Cases (15) and (16) deserve a special attention as
they pose a problem.

2.2.4.1. 2.2.4.1 Generation of Phonetic doubling in
the forms of samskarta

(15) samskarta - This word is formed in the follow-
ing way®-

sam + karta

sam + s- karta 6.1.134

sar + s-karta ... 835

samr + s-karta 83.2/834
sams + s-karta ... 8.3.15

Along with this form there is an optional form that
is available in which in place of m there occurs an
anusvara. In the following two tables (Table 4 and
Table 5), forms with m and anusvara are presented.

In Table 4 and 5, we see phonetic doublings of s ,
t , k and more problematically of the anusvara. This
phonetic doubling of anusvara is based on the argu-
ment of K that ayogavaha’ s are to be included in
the pratyahdara at as well as sar by the statement-
ayogavahanam atsunatvam Sarsu jas tvasatve.

%1 have to turn to Devnagari fonts for these two case to stress
the amount of problem.

"The term ayogavaha refers to anusvara, visarga, jihvamuliya
and upadhmaniya, Vy\=akaraéaMahabhasya of Patafijali, 2001,
Vol.1, p 132.
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Table 4: Forms of samskarta with a first nasal vowel

Fotms Explarati on
i Deletion of first 5 - comment of Pa-samo
Foogat  VE lopam ity eke Mbh on P2 35
feemdl  Phonetic doubling of 1%5 by P 2. 4.47
T Phonetic doubling of k— dar alt Wayah
- 1
referred toin Takle 2 above.
Froemal
TR T F
Forms
foml Aol Aol

Phonetic doubling of £ in all the above @

forms by dvir varane yano maya

Forms fmml oo dogmi
2 Phonetic doubling of fin the firsté

forms by dvirvacane papo mearah

doxdal  deemal Ae==Al

dwmdl  domdal el
Forms

e o o

T oot el

gl ST SRl

frmwl STl Sl

Masalization of the find vowel by 5457 in
all the 12 form s mentioned above. In all,

we have 24 forms in this rowr.

2.2.4.2. 2.2.4.2 Generation of Phonetic doubling in

the forms of Gavak

The Paninian Dhatupatha notes that the root afic
is used in two senses viz. gati(to go) and pigjana(to
worship/ respect). In the sense of ‘one who goes to a
cow’ and in the sense of ‘one who worships a cow’,
the derivations that take place according to the rules of
A are shown in the table 6 and table 7 respectively.

In the above tables, the underlined forms are the forms
of a noun derived from a verbal root. Note that the dif-
ference in the forms in these tables is a mere n which

Table 6: Derivation of Gavak (one who goes to a cow)

go + aric (in the sense of to go )
go + aric + kvin A.3.2.59

go +ac A 6.4.24,A.6.1.67
goc | goac A 6.1.123

goc / gavac / go ac A.6.1.109,122,123,

Table 7: Derivation of Gavaric (one who worships a

COW)
go + afic (in the sense of to go )
go + aric + kvin A.3.2.59
go + aric A 6.1.67
goric [ gava aric A 6.1.123

goric [ gavaiic / go aric A.6.1.109,122,123,

has brought about a sea of change in the meaning as
well as the form itself. That is why P has noted them
with all their variations.

When we take these 6 forms as the base and start
adding the sup terminations, we get tables 8 and 9 for
these two tables. Tables 8 and 9 correspond to Ta-
bles 6 and 7 mentioned above. These are the forms
in neuter gender. There are certain specific processes
for neuter forms. That is why they are selected here.
In these tables, in each slot, there are many optional
forms shown. They result out of the optional applica-
tion of the rules namely, 6.1.109, 6.1.122 and 6.1.123.

The final square in Table 9 has got 9 forms. The last
3 forms are a result of the application of the statement
of K® according to which the 1%¢ class consonant is re-
placed by the 2"¢ class consonant of the same class.
Thus we see here k is replaced by kh. These are the
forms, we can say on the authority of A and K, which
are actually spoken by people. So far there is no prob-
lem. When we apply the rules of phonetic doubling
of certain consonants to these abovementioned Table 8
and 9, we start facing a problem.

2.2.4.3. Effects of phonetic doubling on forms in

Tables 8 and 9:

In Table 10 and 11 (as shown in the appendix), the
reduplicated forms of the forms mentioned in Table 8
and 9 respectively are presented.

In the table 10 (as shown in Appendix), we note that
the phonetic doubling of k, g, 7, , y, m has increased the
number of forms (which are indicated in each square).

8cayo dvittya sari pauskarasadeh | on 8.4.48
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The reasoning for the phonetic doubling of &, g, 71 is
8.4.47. The reasoning for the phonetic doubling of y
and m is the same as mentioned in Table 5 namely,
dvirvacane yano mayah. We also note that there is a
phonetic doubling of even a visarga in certain forms.
The reasoning for this phonetic doubling is same as
mentioned after Table 5, namely, inclusion of visarga
in the pratyahdra yar. Also there is nasalization which
is marked by a sign on certain forms which has added
those many forms.

We note that in the table 11 (as shown in the Ap-
pendix) the following consonants apart from the ones
mentioned in Table 7 are reduplicated- i, s. The rea-
soning for phonetic doubling of i is 8.4.47 and for s is
the one mentioned in Table 4. namely, § arah khayah.
We also note that in some forms even the visarga is
reduplicated like in the previous table. In Table 10 and
11 (as shown in the Appendix), we also note that in
some forms three consonants are simultaneously redu-
plicated. We also see that nasalization is marked with
the sign in some forms.

Thus if we compare the tables 10 and 11 (as shown
in the Appendix) statistically we come up with the
following picture-

Unduplicated
49 (Table 8)
69 (Table 9)

Duplicated + Nasalized
196 (Appendix: Table 10)
267 (Appendix: Table 11)

If we are adopting the Paninian framework for gen-
erating forms by machine we will face similar prob-
lems if we apply the rules of phonetic doubling .

3. PROPOSED SOLUTION :
This overgeneration of forms is caused by-
(i) redundency of the pratyahara.

(i1) application of the rules of phonetic doubling me-
chanically.

(iii) application of statements and interpretations of
later paninian commentators.

To solve this problem we propose the following:
If we are going to apply the rules of phonetic dou-
bling we must make a rule that -

R1 The visarga should never be reduplicated.

R2 An anusvara should never be reduplicated.

R3 The rule of phonetic doubling should not be ap-
plied more than once to one consonant.

R4 The rule of phonetic doubling should not be ap-
plied to more than one consonant simultaniously.

In order to remove the redundency, we have to rely
upon the statements of the later comentators and take
note of their statements and modify the rule accord-

ingly.
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Appendix: Table 10:Phonetic doubling in the declension of Gavac

T 7 ]
i TiisER, TiE T it msiem meks sl
T Tl e
TH TR, TEF 6
. T THEREEY WiEe
;ISR TR i Fsfew AR tE sy
T TR I R
TH TR, THF_ 6
bl HEE W miE
3 I T T, TitsTnam i e, T ot s fne i gz AEiiegs
TR, TR, TiRmee, TrAfbT TRAfeT: Trafts TrafeT:
TR, THRTER, THFREE, T TR T T T 12
TTS T, 716 T FF] TS T FE]
TTRAT T T _TTRAT ] TTRnTie ]
THFEETH | TTEFF ] TR
TS TR TS TR
122t o0 R el
TR TH PSR 24
4 il TG vy sy fE e fEme
Sabe a5 4hovs gy TR Ta: Titemez: R
AT THFR: THAE: TR
TS Tz TG W cr TR ST L T TR
TR TR er IR e T T e
THF TR T e TR
24
3 s Sapre as ahorre (247 Same as ghomre 24
5 i i ]
. T r: e s T WS g TR TR
A TR TR TTRTR, T, T T Ty
TEY TR TR THERE TR O THER
gL
TR
Y 4
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Appendix: Table 11:Phonetic doubling in the declension of Gavaric

TSR TR T, e T

1 TREE 7its =5 s frm iy s
b & b & TR TR TR
THEE TR TR TR iR
2  TisEE s ==t s s msiey Mg
g T TR TR TR
THEE TR G = G = R

3 TSHMESE ISR | AT e T e I BT TS B o 77 Wamm e 77 R e
TR TTRT Tl | ST, T T T, T, TRAREA & TR q: ke
T TR ] 2 THTH TS T T, gz TR AT A 8

4 TEEH I R e Tt G I S e P R e R e
= b1 e = s | e L R e e M o e o et T e H e
THEH AT B IS | N TR T T

5 MEE MER TS T T 7T 1o ] T R e R R
TR TR AP T TR T R T TR L TR
THTe: T TSR, T 24 T TR T o)

TG B aes T g o TRl

& 1 e e TS I, T1Y5 S, TS =P

e mtefgte: TRT=at: TRt TTRTRPF TR, RIS
AT TR T i R e

;AR AREEAnRE | Awd Awsd Amsd SN VS —
sl riew vy | ot e M Temd vy ey ey
TEE AT T ? | g e e © TREER e e T

TrEEEE MieEey TRy TREES TR e e aEawn Ry WEEE TEEE

TeEEy fmm aeEeg TR0 WRE] ey RSy RS RSt TRy EEEY
TR R T ey THEE namgEy ey naeEg A ThEEE e
T ey Ty demgey S TRl R WET
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It is possible to achieve the
implementation of generative grammars
and parsers of Sanskrit using various
methodologies which have varying
degrees of affinity to those of Paninian
grammar. The current paper compares
obvious methods to implement various
aspects of Sanskrit grammar
computationally, comments upon the
degree to which they approach or depart
from Paninian  methodology  and
exemplifies methods that would achieve a
closer model.

Differences among the
Sanskrit grammarians and
even among Paninians.

In attempting to create a computational
model of Paninian grammar, the first
problem is to determine which Paninian
grammar. The Astadhyayi itself (late Sth
c. B.CEE.), consisting of nearly 4,000
rules, is known to have undergone
modifications. Katyayana's
approximately 4,300 vartikas (4th-3rd c.
B.C.E.) suggest modifications to 1,245 of
Panini's rules, usually in the form of
additions (upasankhyana).  Patafjali